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0 INTRODUCTION

Since the introduction of the digital versatile disk
(DVD) and the super audio CD (SACD), a revival of mul-
tichannel audio has appeared in sound systems for con-
sumer use today. It is, however, desirable to maintain
compatibility with the existing two-channel stereo record-
ings and/or broadcasting. Therefore the conversion of
two-channel stereo to the multichannel format has been
studied extensively over the decades, and a considerable
number of publications exist [1]–[8]. Among these,
Gerzon and Barton’s is particularly notable, in which
many schemes have been proposed (see [6] and references
therein).

Although many authors have introduced multichannel
sound systems with a large number of channels, we
restrict ourselves to a home cinema setup for which it has
been shown that five channels is sufficient for creating
ambience effects [9]. Hence in this paper we focus on sig-
nal format conversion from two-channel stereo to the five-
channel (two-to-five) sound processing algorithm.

The desired setup is shown in Fig. 1, in which the chan-
nels are labeled L (left), C (center), R (right), SL (left sur-
round), and SR (right surround) according to convention.
This setting is adopted from the ITU multichannel config-
uration [10], with three loudspeakers placed in front of the
listener, and the other two at the back.

The front channels are used to provide a high degree of
directional accuracy over a wide listening area for front-
stage sounds, particularly dialogues, and the rear channels
produce diffuse surround sounds, providing ambience and

environment affects. An additional loudspeaker (sub-
woofer) may be used to augment bass reproduction, which
is often called 5.1 system, with .1 referring to the low-
frequency enhancement (LFE) channel. In this paper,
however, we do not use a subwoofer, since the system can
easily be extended when necessary without affecting the
algorithm.

The algorithm presented in this paper offers two
improvements above the existing two-to-five channel
sound systems. First a problem associated with channel
crosstalk is reduced, and therefore sound localization is
better. Listening tests have confirmed that good sound
localization without the need to listen at the sweet spot
gives more space to the listener to enjoy the program
offered rather than restricting the listener to the sweet
spot.

Second a better sound distribution to the surround chan-
nels is achieved by using a cross-correlation technique.
Surround channels are crucial in creating the ambience
effects, which is one of the main goals of multichannel
audio. At the same time, the energy preservation criterion
is an important constraint that has been used to design
multichannel matrices [7]. The main reason for this is to
maintain backward and forward stereo compatibility.
Furthermore, the preservation criterion ensures that all
signals present in the two-channel transmitted signals are
produced at a correct power level, so that the balance
between the different signal sounds in the recording is not
disturbed.

This paper is organized as follows. In Section 1 a
technique for deriving a robust center channel is out-
lined. A three-dimensional mapping to derive the sur-
round channels is discussed in Section 2. The rest of the
paper will discuss subjective assessments of some lis-
tening tests that have been performed in order to com-
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pare the present method with other existing two-to-five
channel sound systems. Concluding remarks are pre-
sented in Section 4.

1 CENTER LOUDSPEAKER

We consider the three-channel approach first. It is
known that the sound quality of stereo sound reproduction
can be improved by adding an additional loudspeaker
between each adjacent pair of loudspeakers. For example,
as proposed by Klipsch [1], an additional center loud-
speaker C can be fed with the sum signal 2(xL � xR),
where xL and xR represent signals from left and right,
respectively. The 2 factor was introduced to preserve the
total energy from the three loudspeakers, assuming inco-
herent additive for left, center, and right sounds recorded
by two widely spaced microphones. A major drawback of

this approach is that crosstalk with the left and right chan-
nels is inevitable, and therefore it will narrow the stereo
image considerably.

We propose an algorithm to derive the center channel
without these drawbacks, using principal component
analysis (PCA) [11], which produces two vectors indicat-
ing the direction of both the dominant signal y and the
remaining signal q, as shown in Fig. 2 by dashed lines.
Note that these two directions are perpendicular to each
other, creating a new coordinate system. These two signals
are then used as basis signals in the matrix decoding, a
point that is different from other existing two-to-five chan-
nel sound systems.

To derive the center channel’s gain using the direction
of a stereo image, we process the audio signal coming
from a CD (sampling frequency Fs � 44.1 kHz) on a sam-
ple basis. Each sample of a stereo pair at a time index k
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Fig. 2. Lissajous plot of stereo signal recorded from the fragment “The Great Pretender”: by Freddy Mercury. Dashed lines represent
new coordinate system based on both dominant signal y and remaining signal q, forming the direction of a stereo image α.
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Fig. 1. ITU reference configuration [9]. �––reference listening position (sweet spot). Left and right channels are placed at angles �30°
from C; two surround channels are placed at angles �110° from C.
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can be expressed as

k x k x kx � L R
T

^ ^ ^h h h8 B (1)

where k is an integer.
Let us now define y(k) to be a linear combination of the

input signals,

y k k kw x� T
^ ^ ^h h h (2)

where

k w k w kw � L R
T

^ ^ ^h h h8 B (3)

is a weight vector corresponding to the left and the right
channels, respectively.

In order to find the optimum weighting vectors, we
maximize the energy of Eq. (2) with respect to w, that is,
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where E denotes the expected value. Using a method pre-
sented by Haykin [12], we obtain by means of the steep-
est descent method
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where µ is a step size. Since E[y(k � 1)] and E[x(k � 1)]
are both scalars, Eq. (5) can be estimated as

.µk k y k kw w x1 1 1� � � � �^ ^ ^ ^h h h h (6)

Normalizing Eq. (6) such that ��w(k)��2 � 1, gives the
desired sample estimate of w,
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Assuming that the step size µ is small, Eq. (7) can be
expanded as a power series in µ, yielding
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which is a least-mean-square (LMS) algorithm with y(k �
1) as input. Writing out Eq. (8) for left and right channels,
respectively, produces

.
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Karhunen [13] has shown that the algorithm is stable if
and only if

< <µ k kx x0 2T
^ ^h h (10)

or the step size must satisfy the following constraint:

< <µ
k kx x

0
2

T
^ ^h h

(11)

and therefore it is input signal dependent.
The direction of a stereo image in terms of an angle, in

radians, can easily be computed as

.arctanα k
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Fig. 3 shows the values of α when it is calculated for a
CD stereo music recording. Recalling Fig. 2 with the left
channel corresponding to α � π/2 and the right channel to
α � 0, we can see that α fluctuates around π/4, creating a
phantom source almost equidistant between the left and
right channels.

Fig. 4 shows the same response of the angle α, but now
measured from a DVD movie fragment, where abrupt
changes from one channel to the other are present. We
intentionally take a shorter fragment in order to demon-
strate that the algorithm is still able to detect abrupt
changes in localizations within a short period of time.

Now we can represent a pair of stereo signals using a
vector given by Eq. (3). This is a vector of unit length hav-
ing the right channel gain in the horizontal axis, and the left
channel gain in the vertical axis, as shown in Fig. 5(a). To
map this stereo vector onto a three-channel vector, we dou-
ble the angle α and produce a new mapping, as depicted in
Fig. 5(b). We can then find the projections of the vector onto
the LR axis and the C axis using sine and cosine rules,

.

c w w

c w w2

� �

�

LR R L

C L R

2 2

(13)

It should be pointed out that the transformation illus-
trated in Fig. 5 works only for nonnegative α. This is
because for negative α, multiplication by a factor of 2
results in the vector being in a lower quadrant, and there-
fore no gain can be derived for the center channel. To
overcome this problem, extra information should be used,
which is described in the next section.

2 SURROUND LOUDSPEAKERS

The surround channels are generally used to create
ambience effects for music. For applications in the film
industry the surround channels are used for sound effects.
A common technique for ambience reconstruction is the
use of delayed front channel information for the surround
channels. Dolby Pro Logic, for instance, has delayed the
surround sounds so as to arrive at the listeners’ ears at least
10 ms later than the front sounds [7].

Environmental and ambience effects can be computed
by considering left and right channel variations (xL � xR)
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Fig. 5. (a) Direction vector plots of stereo signals. (b) Corresponding three-channel representation by doubling the angle α.
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Fig. 4. Fluctuation of the direction α computed from a DVD fragment containing sounds of a car passing with high speed from one
channel to the other. Total duration of fragment about 20 seconds.
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in the original signals. This variation is usually referred to
as the antiphase components, the amount of which can be
represented by the remaining signal q (see Fig. 2).
However, it can be expected that when the amount of the
dominant signal equals or almost equals that of the
remaining signal, an ambiguity appears since there is no
way of determining the direction vector uniquely. In this
situation the distribution in Fig. 2 is no longer an ellipse
but has a circlelike form (�y� ≈ �q�), as illustrated in Fig. 6,
causing α to be not well defined.

Obviously extra information is necessary when dealing
with this sort of ambiguity. In this paper we propose to use
a known technique to measure the amount of antiphase
components, namely, the correlation coefficient, which is
given in any text book on statistics as

ρ
x x x x

x x x x
�

� �

� �

L L R R

L L R R

2 2
!!

!

r r

r r

_ _

_ _

i i

i i
(14)

where  ̄xL and ̄xR are the mean values of xL and xR, respectively.
Aarts et al. [14] have shown that Eq. (14) can be com-

puted recursively by using only a few arithmetic operations,
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(15)

where γ is the step size determining the time constant, and
the caret (^) is used to denote that it is an estimate of the

true ρ. A summary of the mathematical derivations of Eq.
(15) can be found in Appendix 3.

To give some ideas how this tracking algorithm works,
we present two examples of measurements using Eq. (15),
which are shown in Figs. 7 and 8. The measurements are
performed within a time frame of 50 seconds, with the
step size γ set to 10�3 at Fs � 44.1 kHz. Fig. 7 is a typical
example of a modest stereo for which the correlation
varies around 0.70, and it is thus neither too strong (mono
sound) nor too weak (diffuse sound). On the other hand,
Fig. 8 shows an example of an uncorrelated stereo signal
with many antiphase components, for which α is difficult
to detect (see Fig. 6).

It is worth mentioning here that there are three other
variants of Eq. (15) which are evenly robust. For further
information the reader is referred to [14].

Since

ρ1 1� # # (16)

it is possible that the antiphase components exceed the
dominant signal(�y� < �q�). In this case we treat the input
signals as uncorrelated, and therefore

,

, .
ρ

ρ ρ

otherwise0

0 1
�0

# #
* (17)

It can be shown (see Appendix 1) that a relationship
exists between this cross-correlation method and PCA
described in the previous section.
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Fig. 6. Lissajous plot of the first 23-second stereo signal recorded from the fragment “Holiday” by Madonna, where the amount of a
dominant signal is almost equal to that of a remaining signal, forming a circle-like distribution.
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2.1 Three-Dimensional Mapping
To avoid ambiguity when the amount of the dominant

signal approaches that of the remaining signals, the use of
both the direction of the stereo image and the correlation
coefficient is necessary. The latter is included in the map-
ping (see Fig. 5) by, for example, placing the surround
channels in the vertical plane, as shown in Fig. 9.

The angle β can be defined to represent the actual sur-
round information by means of the adaptive correlation
coefficient, for example, by using the expression

arcsinβ ρk k1� � 0^ ^h h8 B (18)

and hence,

.β
π

k0
2

# #^ h (19)

Thus as the amount of the remaining signal increases
(input signals become weakly correlated), the angle β also
increases, which reduces the total distribution to the front
channels. On the other hand, when the input signals are
strongly correlated (quasi mono), β approaches zero, pro-
ducing a larger contribution to the front channels. This
principle satisfies the energy preservation criterion, which
is discussed in more detail in Section 2.2.

Since the direction vector on the horizontal plane is now
lifted by an angle β, recalculation of the projections is nec-

essary. Using straightforward trigonometry and keeping in
mind that the vector is of unit length, we obtain
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2.2 Matrixing
The system described so far reproduces four channel

signals as L, C, R, and S from two input signals. Therefore
we have a 4 � 2 reproduction matrix.

We now discuss the objective requirement on the energy
preservation as emphasized in Section 2.1. A matrix pre-
serves energy if and only if its columns are of unit length,
and the columns are pairwise orthogonal. Since the prod-
uct of any two orthogonal matrices is also orthogonal,
back and forward compatibility between stereo and multi-
channel can also be achieved.

Following this energy criterion, we design the matrix as
follows:

.

u k

u k

u k

u k

c k

c k

c k

gw k

gw k

c k

y k

q k

0

0
�

L

R

C

S

L

R

C

L

R

S

^

^

^

^

^

^

^

^

^

^

^

^

h

h

h

h

h

h

h

h

h

h

h

h

R

T

S
S
S
S
S
S

R

T

S
S
S
S
S
S

R

T

S
SS

V

X

W
W
W
W
W
W

V

X

W
W
W
W
W
W

V

X

W
WW

(21)

The components of the left-hand side of Eq. (21) denote
the signals for the left, right, and center loudspeakers, and
uS denotes the mono surround signal. The basis signals are
obtained by rotating the coordinate system of xL and xR,
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and g is a gain to control the energy preservation.
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Fig. 8. Tracked cross-correlation coefficients obtained from the
fragment “Holiday” by Madonna. See Fig. 6 for the correspon-
ding Lissajous plot.

Fig. 7. Tracked cross-correlation coefficients obtained from the
fragment “The Great Pretender” by Freddy Mercury. See Fig. 2
for the stereo image, which is a typical example of a modest
stereo recording.

Fig. 9. Three-dimensional mapping showing front (horizontal
plane) and surround channels (vertical plane). Parameter β deter-
mines the level of surround information with respect to the front
channel sounds.
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Since cL and cR can only produce one value depending
on the condition in Eq. (23), the length of the first column
of the matrix given in Eq. (21) is equal to c2

LR � c2
C, which

is unity. The second column of Eq. (21) contains mainly a
projection of the vector onto the horizontal plane (see Fig.
9). The length of this column is equal to g(w2

L � w2
R) �

c2
S � 1. The two columns are thus of unit length and pair-

wise orthogonal if g � cos2 β, and therefore the matrix
preserves the total energy.

Finally, the Lauridsen [15] decorrelator is used to
obtain stereo surround because of its simplicity. This
decorrelator can be viewed as two FIR comb filters (hL
and hR) with two taps each for surround left and surround
right. The impulse responses of these filters are illustrated
in Fig. 10. A time delay of δ ≈ 10 ms (440 samples) is used
between the taps, which is determined experimentally.

The choice of the time delay δ is a subtle compromise
between the amount of widening and the sound diffuse-
ness. The greater δ is, the more diffuse the sounds will be,
and at some point it will lead to confusion.

Note that there are other decorrelator filters available,
such as complementary comb filters, in which the “teeth”
are distributed equally on a logarithmic frequency scale.
Informal listening tests, however, revealed that the
Lauridsen decorrelator is better appreciated when it is
applied to the surround channels. Furthermore, its effi-
ciency in the implementation also plays an important role
in our application.

2.3 Analysis of Each Discrete Channel
The behavior of the proposed method can be analyzed

in each channel and gives useful information for validat-
ing an implementation. In addition, such an analysis can
be used to demonstrate the channel separation of our
method. Such analyses are listed in Table 1.

First we feed the system with a sine wave in the left
channel only and set the right channel to zero,

.
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In this situation we have wL � 1 and wR� 0. Therefore,
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Substituting Eqs. (24) and (25) into Eq. (21), and keeping
in mind that cR � cC � 0, we obtain
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Fig. 10. Impulse response of left and right Lauridsen decorrelation filters. Time delay δ ≈ 10 ms (440 samples) is experimentally cho-
sen to produce the most pleasant stereo sounds for the application concerned.

Table 1. Summary of extreme cases decribed in text.*

Input uL uR uC uS wL wR ρ0 β

xL � f, xR � 0 f 0 0 0 1 0 0 π/2

xL � 0, xR � f 0 f 0 0 0 1 0 π/2

xL � xR � f 0 0 κf 0
2

1
2

2

1
2 1 0

xL � f, xR � �f κf �κf 0 κf
2

1
2

2

1
2� 0 π/2

xL, xR ≠ 0, uncorrelated 0 0 0 κf –– –– 0 π/2

* A time signal f is used to represent any input signals fed into left, right, or a combina-
tion of left and right channels. κ represents a scalar due to mapping (Fig. 9). Note that
when uncorrelated signals are fed into the system, wL and wR become undefined, mean-
ing they can assume any value.
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This is to be expected as any signal fed into one particular
channel should be kept the same in the output.

Second, feeding the input signal into the right channel,
some other combinations can be analyzed similarly. The
outputs of these combinations are summarized in Table 1.

From the table it can be seen that fully correlated input
signals will be reproduced in the center channel while all
other channels are zero. This explains the strong sound
localization that is achieved during the listening test,
which is discussed in the next section.

Furthermore, when we feed the left and right channels
with antiphase signals, no sound will be reproduced in the
center channel, left and right outputs are in antiphase, and
some sounds are going to the surround channels. This
extreme case demonstrates how ambience effects are cre-
ated when many antiphase signals are present in the orig-
inal signals.

3 LISTENING TEST

In order to investigate the appreciation of the discussed
conversion method, the system was tested together with a
few other systems.

3.1 Method
The method of paired comparisons [16] was used to

gather personal preference data. During each trial, sub-
jects heard a music excerpt encoded by a certain method
Mi, then the same excerpt encoded by Mj. The subject
could repeat the pairs as often as desired, and finally had
to indicate whether Mi was preferred above Mj or vice
versa. There were four systems under test, so six pairs per
repertoire per listening position were offered to the sub-
jects. If Mi was preferred above Mj a 1 was placed in a
preference matrix X at element xij, or otherwise at xji. This
matrix was scaled with Thurstone’s decision model [17]
(see Appendix 2 for more details).

3.2 Technical Equipment and Repertoire
The subjects were either at the position advised by the

ITU [10], referred to as the sweet spot, or 1 m aside of that
spot, referred to as “off the sweet spot.” The loudspeakers
used were Philips DSS940 (digital) loudspeakers. The lis-
tening room was a rather dry listening room, which
enabled a critical judgment for localization and crosstalk
between the channels.

We compared four different systems: the system pro-
posed in this paper (system 1), its variant, which puts
more low-frequency to the surrounds (system 2), and two
other commercially available systems (system 3 and 4,
respectively).

Four different music excerpts were chosen. Three music
fragments (Fish: “The Company,” The Corrs: “What Can
I Do,” and Melanie C: “Never Be the Same Again”) and a
sound track from the movie picture “The Titanic” (Track
#23 from the DVD) were used. In total a subject had to
give 6 � 2 positions � 4 fragments � 48 assessments.

The number of different tracks was somewhat limited.
To derive more general conclusions more tracks would be
necessary, such as used in [19]. However, our primary aim

was to focus on the theory, while more elaborate listening
tests can still be done in the future.

3.3 Subjects
There were 17 subjects. Most were experienced listen-

ers and all had no reported hearing loss.

3.4 Results
For each type of repertoire and each subject the scaled

results were plotted. An example is given in Fig. 11. A
high scale value means high appreciation. The value itself
is of no importance. It is the value with respect to the oth-
ers. The sum of the scale values equals zero.

The number on top of Figs. 11–13 denotes the coeffi-
cient of consistence ξ [16]. A value of ξ � 1 means fully
consistent. In such a case there is never a violation of the
triangular inequalities (Xi > Xj > Xk > Xi). ξ � 0 means
fully inconsistent. This coefficient is important for various
reasons. First it reveals how consistently a subject judges
the stimuli. In this case subject SP appeared to be a very
consistent judge. Second, if the subjects have different
preferences with respect to each other, or for different
repertoires, then summing their preference matrices will
lower the ξ value.

For both positions, on the sweet spot and off the sweet
spot, the results for all subjects and repertoires are scaled
and plotted in Figs. 12 and 13, respectively.

It is clear that system 1––the system discussed in this
paper––performs very well, both on the sweet spot and
off the sweet spot. In Figs. 12 and 13 we see values of
ξ � 0.4 and 0.6, respectively, revealing that not all the
subjects act as one single fully consistent subject.
However, it appeared that the individual subjects act rather
consistently. Furthermore, the figures show that system 1
is rather robust in the face of a displacement from the
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Fig. 11. Results of subject SP, four music excerpts, off the sweet
spot. Scale values on vertical axis are arbitrary.
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sweet spot, which is a desirable property.
Another analysis––using the Bradley–Terry model

[16]––of the results of the listening test was performed
[18]. This model was fitted by the maximum-likelihood
method, and the goodness-of-fit was tested. It revealed
that the four processing methods differed significantly
from one another.

4 CONCLUSION

A new method to convert two-channel stereo to multi-
channel sound has been presented. A three-dimensional
representation has been used to produce each channel’s
gain, which is time varying. PCA proved to be a powerful
tool to detect the direction of a stereo image, which is then
used to derive the center channel’s gain. Furthermore, a
robust tracking algorithm for computing the cross correla-
tion between left and right channels has been used to
improve the sound quality of the surround channels.

A listening test comparing four different systems has
been carried out using both music recordings and DVD
movie tracks, and the results have been analyzed using the
Thurstone scaling technique as well as the Bradley–Terry
model. The preliminary listening test has shown that the
proposed method is very good, both on and off the sweet
spot. Moreover, it has been shown that the four processing
methods differed significantly from one another.
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APPENDIX 1
RELATION BETWEEN CORRELATION
COEFFICIENT ρ AND PCA

As was presented in Section 2, the cross-correlation
technique is very useful in determining the surround chan-
nel distribution. In this appendix we discuss the relation-
ship between the cross-correlation technique and the prin-
cipal component analysis (PCA), also known as the
Karhunen–Loéve transformation. In general, PCA maxi-
mizes the rate of decrease in variance for each of its com-
ponents. The solution lies in the eigenstructure of the
covariance matrix C.

We may decompose C with the singular-value decom-
position (SVD) [12] as

ΛC V V� 1� (27)

where V is an orthogonal (unitary) matrix of eigenvectors
vj and Λ is a diagonal matrix with the eigenvalues

, , , , ,λ λ λ λΛ diag� j m1 2 f f8 B (28)

arranged in decreasing order,

> > > > >λ λ λ λj m1 2 g g (29)

so that λ1 � λmax.
It appears that the PCA and the SVD of C are basically

the same, just viewing the problem in different ways.
From the theory of SVD it follows that the eigenvectors of
the covariance matrix C define the unit vectors vj repre-
senting the principal directions along which the variance
is maximized for each component. The associated eigen-
values define the total variance of the m elements,

.σ λ�j
j

m

j
j

m
2

1 1� �

! ! (30)

In the present case C is constructed in the following
way. Consider a segment of left and right audio samples
xL � [xL(1) g xL(B)] and xR � [xR(1) g xR(B)]; hence
m � 2. With their correlation coefficients ρ the covariance
matrix C can be written as
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Now we see the relation between the correlation coeffi-
cient ρ on the left-hand side of Eq. (27) and the principal
components on the right-hand side of Eq. (27). The latter
we will develop more explicitly in the following.

Since C is positive definite, the eigenvalues of C are
both real and positive and can be calculated as

.

λ σ σ

σ σ ρσ σ

s

s

2

1

2

� � �

� � �

, x x

x x x x

1 2
2 2

2 2
2 2

L R

L R L R

a

a `

k

k j

(32)
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The eigenvectors of C corresponding to the eigenvalues
λ1,2 are
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where γ is such that �v1,2� � 1.
If we consider V as a rotation matrix over the angle α,

as used in Eq. (12), then we can derive

.
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σ σ

σ σ α

2

2
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�

x x

x x
2 2

L R

L R
a ^k h

(35)

As special cases we consider ρ � 0. Then the left and
right channels are uncorrelated and the eigenvectors are
just (1, 0), (0, 1), which are coincident with the original
left and right axes. As corresponding eigenvalues we have
λ1 � σ2

xL
and λ2 � σ2

xR
, which are the powers of the left and

right channels, respectively. A similar case occurs if σ2
xL

�
σ2

xR
� σ2. Then λ1,2 � σ2 and α � π/4 and/or ρ � 0.

Since PCA can be seen as finding a decomposition of
the covariance matrix C, the transformation into domi-
nant and remaining signals using PCA described in
Section 1 can also be carried out by computing v1 and v2,
respectively. It has, however, a limited practical useful-
ness since it requires more computation effort as opposed
to an efficient way of using the LMS algorithm given in
Eq. (6).
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APPENDIX 2
SCALING

A2.1 Introduction
A problem encountered in many disciplines is how to

measure and interpret the relationships between objects. A
second problem is the lack, in general, of a mathematical
relationship between the perceived response and the actual
physical measure. With regard to this paper, how does the
appreciation of our 2-to-5-channel system differ from oth-
ers? How do we measure and what scale do we need? In
the following we discuss some scales and techniques and
give two examples.

A2.2 Scaling
The purpose of scaling is to quantify the qualitative

relationships between objects by scaling data. Scaling pro-
cedures attempt to do this by using rules that assign num-
bers to qualities of things or events. There are two types of
scaling, univariate scaling, which is explained hereafter,
and multidimensional scaling (MDS), which is an exten-
sion of univariate scaling (see, for example, [20]).
Univariate scaling is usually based on the law of compar-
ative judgment [17], [21]. It is a set of equations relating
the proportion of times any stimulus i is judged greater or
is more highly appreciated relative to a given attribute (in
our case the appreciation) than any other stimulus j. The
set of equations is derived from the postulates presented in
[17]. In brief, these postulates are as follows.

1) Each stimulus when presented to an observer gives
rise to a discriminal process which has some value on the
psychological continuum of interest (in our case the
appreciation).

2) Because of momentary fluctuations in the organism,
a given stimulus does not always excite the same discrim-
inal process. This can be considered as noise in the
process. It is postulated that the values of the discriminal
process are such that the frequency distribution is normal
on the psychological continuum.

3) The mean and the standard deviation of the distribu-
tion associated with a stimulus are taken as its scale value
and discriminal dispersion, respectively.

Consider the theoretical distributions Sj and Sk of the
discriminal process for any two stimuli j and k, respec-
tively, as shown in Fig. 14(a). Let  S̄j and  S̄k correspond to
the scale values of the two stimuli and σj and σk to their
discriminal dispersion caused by noise.

Now we assume that the standard deviations of the dis-
tributions are all equal and constant (as in Fig. 14), and
that the correlation between the pairs of discriminal
processes is constant. This is called “condition C,” in
Torgerson [17]. Since the distribution of the difference of
the normal distributions is normal, we get

S S cx� �k j jk
r r (36)

where c is a constant and xjk is the transformed [see Eq.
(39)] proportion of the number of times stimulus k is more
highly appreciated than stimulus j. Eq. (36) is also known
as Thurstone’s case V. The distribution of the discriminal

differences is plotted in Fig. 14(b). Eq. (36) is a set of
n(n � 1) equations with n � 1 unknowns, n scale values,
and c. This can be solved with the least-square method.
Setting c � 1 and the origin of the scale to the mean of the
estimated scale values, that is,

/n s1 0�j
j

n

1�

! (37)

we get

/ .s n x1�k jk
j

n

1�

! (38)

Thus the least-square solution of the scale values can be
obtained simply by averaging the columns of matrix X.
However, the elements xjk of X are not directly available.
With paired comparisons we measure the proportion pkj
that stimulus k was judged greater than stimulus j. This
proportion can be considered a probability that stimulus k
was judged greater than stimulus j. This probability is
equal to the shaded are in Fig. 14(b), or

erfx p�jk jk` j (39)

where erf is the error function [22, §7, 26.2], which can
easily be approximated (see, for example, [22, §26.2.23]).
A problem may arise if pjk ≈ �1 since �xjk� can be very
large. In this case one can then replace xjk by a large
value.

It may be noted that this type of transformation is also
known as Gaussian transform, where instead of the sym-
bol x, z is used, known as the z score. Instead of using Eq.
(39), other models are used, such as the Bradley–Terry
model (see [16]). All forms of the law of comparative
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Fig. 14. (a) Probability distributions Sj and Sk of stimuli j and k
on psychological continuum, with mean values S̄j and S̄k. (b) Pro-
bability distributions of difference of random variables. Shaded
portion gives the proportion of times stimulus k was judged
greater than stimulus j.  S̄k � S̄i is proportional to the difference
in scale value for both stimuli.

(a)

(b)



PAPERS SOUND PROCESSING

judgment assume that each stimulus has been compared
with the other stimuli a large number of times. The direct
method of obtaining the values of pjk is known as the
method of paired comparisons (see, for example, [16]). As
an example, the measured probabilities pjk for a subject are
listed in Table 2. The upper triangular is calculated as
pjk � 1 � pkj. Using Eq. (39) the xjk values are obtained.
Using Eq. (38) the final scale values are determined and
plotted in Fig. 11.

APPENDIX 3
EFFICIENT COMPUTATION OF CROSS-
CORRELATION COEFFICIENT

In this appendix we summarize the mathematical deri-
vations of the tracking cross-correlation coefficients as
was fully reported in [14]. For the generalization we use x
and y for two signals being correlated instead of xL and xR,
which represent specifically stereo audio signals.

We show that ρ satisfies to a good approximation (when
η is small) the recursion in Eq. (15) with γ given by

γ
e

x y

c

2
�

η

rms rms
(40)

where c � 1 � e�η, and the subscripts rms refer to the root
mean-square values of x and y.

Using an exponential window we can redefine the cor-
relation of x and y at time instant k as
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for k an integer and where
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and Sxx and Syy are defined similarly. Hence,
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Since we consider small values of η, we have that c �
1 � e�η is small as well. Expanding the right-hand side of
Eq. (43) in powers of c and retaining only the constant and
the linear term, we get, after some calculations,

Then, deleting the O(c2) term, we obtain the recur-
sion in Eq. (15), with γ given by Eq. (40), when we
identify

x S k

y S k
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for a sufficiently large k, and assuming that x2
rms �

y2
rms.
One may ask how to handle signals x and y that have

nonzero, and actually time-varying, mean values. In those
cases we still define ρ(k) as in Eq. (42), however, with Sxy
replaced by
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and Sxx and Syy changed accordingly. It can then be shown
that
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and

e kS k S c p q1� � �η
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where pk � xk � x̄(k � 1), qk � yk � ȳ(k � 1), while sim-
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Table 2. Proportion pjk of times
that stimulus k was judged higher

than stimulus j, obtained via
paired comparisons.*

––
0.0 ––

↓ j 0.0 0.0 ––
0.5 1.0 1.0 ––
→ k

*For subject SP, averaged over the
four fragments off the sweep spot.
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ilar recursions hold for Sxx and Syy. This then yields From this point onward, comparing with Eq. (44), one
can proceed to apply many, if not all, of the develop-
ments presented in this appendix to this more general
situation.

926 J. Audio Eng. Soc., Vol. 50, No. 11, 2002 November

.

ρ

ρ

k

S k S k

c

p q
S k

S k
p

S k

S k
q k O c

1

2 1 1

2
1

1

1

1
1

� � �

� �

� �
�

�
�

�

�
� �

/

/ /

xx yy

k k
xx

yy
k

yy

xx
k

1 2

1 2

2

1 2

2 2

^

^ ^

^

^

^

^
^ `

h

h h

h

h

h

h
h j

R

T

S
SS

R

T

S
S
S

8

V

X

W
WW

V

X

W
W
W

B

Z

[

\

]]

]]

Z

[

\

]]

]]

_

`

a

bb

bb

_

`

a

bb

bb
(50)

ρ k

S k cp S k cq

S k cp q

1 1

1
�

� � � �

� �
/

xx k yy k

xy k k

2 2
1 2

^

^ ^

^
h

h h

h

9 9C C' 1

THE AUTHORS

Roy Irwan received an M.Sc. degree in electrical engi-
neering from the Delft University of Technology, Delft,
The Netherlands in 1992, and a Ph.D. degree in electrical
engineering from the University of Canterbury, Christ-
church, New Zealand in 1999.

From 1993 to 1995 he was employed as a system engi-
neer at NKF B.V. After obtaining his Ph.D. degree in
1999, he joined the Digital Signal Processing group at
Philips Research Laboratories, Eindhoven, The Nether-
lands. Since 2002 he has been working with the State
University Groningen, faculty of Medical Sciences.

Dr. Irwan has published a number of refereed papers in
international journals and has more than 14 patent appli-
cations. His research interests include (medical) image
and signal processing.

●

Ronald Aarts was born in 1956, in Amsterdam, The
Netherlands. He received a degree in electrical engineer-
ing in 1977, and a Ph.D. degree from the Delft University

of Technology in 1994.
In 1977 he joined the Optics group of Philips Research

Laboratories, Eindhoven, The Netherlands, where he was
involved in research into servos and signal processing for
use in both Video Long Play players and Compact Disc
players. In 1984 he joined the Acoustics group of the
Philips Research Laboratories and was engaged in the
development of CAD tools and signal processing for loud-
speaker systems. In 1994 he became a member of the
Digital Signal Processing group of the Philips Research
Laboratories. There he has been engaged in the improve-
ment of sound reproduction by exploiting DSP and psy-
choacoustical phenomena.

Dr. Aarts has published over one hundred technical papers
and reports and is the holder of more than a dozen U.S.
patents in his fields. He was a member of the organizing
committee and chair for various conventions. He is a senior
member of the IEEE, a fellow of the AES, and a member of
the Dutch Acoustical Society and the Acoustical Society of
America. He is past chair of the Dutch section of the AES.

R. Irwan R. M. Aarts


