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This article proposes a system for object-based six-degrees-of-freedom (6DoF) rendering of
spatial sound scenes that are captured using a distributed arrangement of multiple Ambisonic
receivers. The approach is based on first identifying and tracking the positions of sound sources
within the scene, followed by the isolation of their signals through the use of beamformers.
These sound objects are subsequently spatialized over the target playback setup, with respect
to both the head orientation and position of the listener. The diffuse ambience of the scene is
rendered separately by first spatially subtracting the source signals from the receivers located
nearest to the listener position. The resultant residual Ambisonic signals are then spatialized,
decorrelated, and summed together with suitable interpolation weights. The proposed system is
evaluated through an in situ listening test conducted in 6DoF virtual reality, whereby real-world
sound sources are compared with the auralization achieved through the proposed rendering
method. The results of 15 participants suggest that in comparison to a linear interpolation-based
alternative, the proposed object-based approach is perceived as being more realistic.

0 INTRODUCTION

The reproduction of sound scenes captured using a sin-
gle Ambisonic receiver, for a fixed listening position, is a
well-established field. Methods for reproducing Ambisonic
signals over a target playback setup may be based either on
purely linear mappings [1] or on signal-dependent map-
pings dictated by (often perceptually motivated) spatial pa-
rameters estimated over time and frequency [2]. Both pro-
cessing approaches may accommodate listener head rota-
tions through either directly rotating the Ambisonic signals
[3] or by rotating the directional components prior to spa-
tializing the decomposed scene [4]. Systems that allow for
head rotations are said to offer three degrees-of-freedom
(3DoF) rendering. Extending the rendering to permit lis-
tener translation around a single-receiver is also possible,
based on, for example, linear filtering [5] or by employ-
ing geometric transformations to appropriately manipulate
the directional components used during reproduction [6].
Systems that account for both listener translation and head-
rotations are often described as offering six degrees-of-

freedom (6DoF), which is a feature that is particularly im-
portant for augmented reality (AR) and virtual reality (VR)
applications. Single-receiver based translation methods are,
however, known to become less robust as the listener moves
further away from the capturing point. Multireceiver meth-
ods, on the other hand, seek to overcome such limitations by
utilizing the additional information afforded by capturing
the sound scene from multiple perspectives.

In this work, a system is proposed for the task of us-
ing a distributed array of Ambisonic receivers to spatialize
recorded sound scenes with 6DoF capability. The system
involves the decomposition of the captured sound scene into
its individual sound source objects and subsequently spa-
tializing them with respect to the orientation and position of
the listener. The system also separately renders the residual
ambient components, which represent the Ambisonic re-
ceiver signals after the source objects have been subtracted
from them. Therefore, in essence, the proposed system may
be viewed as a natural multireceiver extension to the Coding
and Multi-Parameterisation of Ambisonic Sound Scenes
(COMPASS) single-receiver method [7] and is also similar
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to the approach proposed recently in [8]. With an emphasis
on developing a practical system, the proposed process-
ing approach is implemented as a real-time Virtual Studio
Technology (VST) audio plug-in1. The developed system
is then evaluated through subjective listening tests in 6DoF
virtual reality, whereby sounds scenes corresponding to a
distributed arrangement of seven second-order Ambisonic
receivers are rendered over headphones worn by a head-
tracked listener and compared directly against the real-life
reference scenario and a signal-independent alternative ap-
proach [9]. The results suggest that for the majority of tested
perceptual attributes and input sound scenes, the proposed
method is rated as being closer to the reference compared
with the signal-independent baseline approach.

This article is arranged as follows. A literature review of
related works is provided in Sec. 1. In Sec. 2, the spatial pa-
rameter estimation approaches employed, and the tracking
of sound objects in the scene are described. The rendering of
both the sources and the ambient components of the scene
is then detailed in Sec. 3. Implementation details regarding
the developed system are provided in Sec. 4. The subjective
listening tests used in the evaluation are described in Sec.
5. The results are then presented and discussed in Sec. 6,
along with suggestions for future work. The article is then
concluded in Sec. 7.

1 BACKGROUND

In the past, researchers have approached the task of
capturing and reproducing sound scenes over an extended
spatial region from differing perspectives, targeting differ-
ent application scenarios with specific requirements. One
group of methods requires the use of large loudspeaker ar-
rays, which aim to deliver the appropriate spatial cues to
multiple listeners simultaneously over an extended spatial
area. Examples of such methods include wave-field syn-
thesis systems [10] for dense 2D loudspeaker distributions
or large circular or spherical loudspeaker arrays employing
higher-order Ambisonics [11]. However, the capability of
such systems to reproduce real spatial recordings remains
limited, and therefore, real-world uses of these systems fo-
cus on delivery of object-based material. Note that studies
related to such systems are not covered in this literature
review. Instead, the focus is on approaches that allow the
listener to spatially explore recorded sound scenes through
translation of the recording point. Such techniques have
the potential to serve many simultaneous listeners through
individual headphone rendering and are well suited to the
rapidly emerging 6DoF immersive media, VR, and AR ap-
plications [12].

Proposals that permit the translation of the listening point
within a spatial recording may be further categorized as ei-
ther single-point or multipoint methods, with respect to their
recording requirements. Single-point systems, also referred

1The real-time system, along with audio examples, may be
downloaded from the companion web-page: http://research.spa.
aalto.fi/publications/papers/compass_6dof/

to as sound-field extrapolation methods [13], process a di-
rectional recording from a single compact (typically spher-
ical) microphone array, which is able to capture only one
perspective of the sound scene. Such methods then aim to
extrapolate the rendering to a region beyond the recording
center, based on either physical or perceptual considera-
tions [6, 5, 14–20, 13, 21–24]. Because such approaches
need only a single multichannel recording, e.g., through
the use of an Ambisonic microphone, they are highly ef-
ficient in terms of the required equipment and time to set
up. However, practical application is typically limited to
a small spatial region, since the performance degrades as
a function of increased distance between the listener and
the recording point [13]. Multipoint methods, on the other
hand, utilize recordings from several microphones or mi-
crophone arrays, which are distributed over a spatial region
of interest. By capturing the same scene from multiple per-
spectives, such methods permit the rendering of a translated
listening point over a larger spatial region [25–38, 9, 39–41,
8, 42–45].

One other distinguishing characteristic between such ren-
dering methods is how they approach the single-point ex-
trapolation or multipoint interpolation process. In this work,
a distinction is made between two processing paradigms,
termed here as being either nonparametric or paramet-
ric. Nonparametric methods do not make assumptions re-
garding the composition of the sound scene. Rather, they
rely on either geometry-informed broad-band remixing and
respatialization of the recorded signals [28, 35, 36, 9, 40,
42] or on acoustical sound-field expansions and decom-
positions, which result in multiple-input–multiple-output
(MIMO) filter matrices, to transform the recorded mul-
tichannel signals into their translated counterparts from
single-point [5, 14, 15, 46, 18, 19, 13, 24] or multipoint
[32, 33, 17, 34, 19, 37, 47, 38, 43, 44] recordings. Methods
that apply simple broad-band remixing or respatialization
of the recorded signals favor implementation simplicity,
efficiency, and preservation of the audio fidelity of the
original recordings. Some systems have been derived as
extensions to surround recording or playback techniques,
augmented with listener-position information [35, 36, 40],
whereas others perform spatial interpolation directly on
distributed Ambisonic recordings, prior to decoding [28,
9, 42]. However, such basic interpolation approaches can
result in comb-filtering effects, detrimental coloration, and
ambiguous spatial cues during rendering [48].

Other physically inspired nonparametric methods are
closely related to the problem of estimating the sound-
field over an extended region, based on sampling the spatial
pressure or pressure gradients. Their performance therefore
depends on the density of this sampling, the wavelength,
and the assumed propagation model for sources (far-field,
near-field, or mixed). An early precursor of such methods
is the work of [49] regarding flexible sound-field recording.
Other methods have been based upon plane-wave decom-
positions [5, 14, 15, 34, 19], point-source decompositions
[33], or mixed plane-wave and point-source decomposi-
tions [24]. The decompositions in [34, 24] apply additional
sparsity constraints. Another popular approach is based on
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the local Fourier–Bessel expansions of the sound field, cap-
tured using circular [32, 37, 38] or spherical arrays [18, 43,
44], followed by the re-expansion of the field at a new tar-
get position based on a translation operator. Note that the
method in [18] requires the additional knowledge of the
source position in order to improve the rendering. A com-
parison of plane-wave decomposition versus re-expansion
for single-point recordings is given in [46, 13]. In general,
the aforementioned methods achieve high rendering perfor-
mance mostly at low frequencies or over very limited spa-
tial regions. The multipoint methods based on re-expansion
also require a significantly higher number of microphones
(or sub-arrays) in order to effectively reconstruct the lower
frequencies of the sound field, in a region spanning a cou-
ple of meters [37]. The majority of such methods, therefore,
tend to present results based only on simulations and do not
currently target practical recording scenarios, where broad-
band performance is desired over a large region based on
the input of only a few microphone arrays. Some practi-
cal extensions of these approaches are proposed in [48],
which integrates information regarding source positions, in
order to select subsets of Ambisonic microphones wherein
re-expansion works best. This system operates by deter-
mining a frequency limit under which said re-expansions
are optimal for the given geometry, whereas for higher fre-
quencies, it avoids re-expansions and utilizes a simple spa-
tial interpolation of the Ambisonic signals instead (similar
to [9]).

On the other hand, parametric methods for 6DoF render-
ing employ a spatial model, whereby it is assumed that the
composition of the sound scene may be described through
spatial parameters. These spatial parameters may be esti-
mated based upon the interchannel dependencies between
the multichannel signals of the array and, in the case of
multipoint recordings, between the signals of different ar-
rays. Contrary to nonparametric methods, they are typi-
cally signal dependent and rely upon the estimation of
spatial parameters and the rendering of the audio signals
in the time-frequency domain. The assumed models are
often the same as those used in parametric spatial audio
coding and reproduction methods [2], such as Directional
Audio Coding (DirAC) [50] or COMPASS [7]. In these
methods, the parameters are utilized for the following:
spatial enhancement of the captured scene; flexible ren-
dering beyond linear reproduction capabilities; and/or for
spatial modifications of the content. In a listener transla-
tion context, the same time-variant parameters, along with
information regarding the recording scenario, are used to
derive appropriate spatial modifications, which are subse-
quently applied to the recorded signals to achieve listener
translation during rendering. Owing to the additional pa-
rameters involved, parametric methods have the potential
to achieve effective translation over significantly larger re-
gions, compared with nonparametric, physically inspired
methods, provided that the assumed model matches the
real scene [47]. Suitable models either assume a single
source component with an isotropic diffuse component per
time-frequency bin or sub-band [6, 16, 20, 25, 26, 30, 39,
41]; multiple source components accompanied by direc-

tional ambience per time-frequency bin [21, 23]; two source
components per time-frequency bin [31]; sinusoidal com-
ponents with spatial noise modeling [29]; or statistically in-
dependent source components [27, 31]. Regarding transla-
tion of single-point recordings, an early approach, based on
DirAC, projected the analyzed DoAs of source signals onto
a fixed arbitrary geometry and rendered the source compo-
nents as point sources while leaving the diffuse component
unchanged. This was subsequently explored in a VR and
game audio application context [6, 16]. The method was
later augmented with known source distance information
in [20]. A similar projection approach, based on COM-
PASS, with a number of multiple time-varying source com-
ponents, was also studied recently in [21, 23]. The authors
of [21] further explore an alternative approach that avoids
DoA estimation by applying a primary-ambience separa-
tion, projecting the primary component as a distribution of
point sources at a fixed radius, and then modifying only this
primary component using an Ambisonic warping operation
[22] to emulate translation. Another interesting proposal
[51] attempts a sparse plane-wave decomposition of the
scene, followed by classification and distance estimation
of primary and image (reflection) sources, before applying
translation operations to them.

The topic of this article falls into the category of mul-
tipoint parametric rendering methods. One of the earliest
studies in this body of work [25, 26] used widely spaced
omnidirectional microphones, filter-bank analysis, station-
ary versus nonstationary signal decomposition (for fore-
ground/background separation), time-difference of arrival
position estimation (for each sub-band), and respatializa-
tion of the foreground sources from the analyzed DoAs.
Shortly after this study, the work in [27] deployed multiple
planar arrays and frequency-domain independent compo-
nent analysis to separate source components, estimate their
positions, and respatialize them for the target listening posi-
tion. In [29], large planar arrays were used to auralize the in-
terior noise field of an aircraft using sinusoidal components
mixed with noise modelling, which was further augmented
with spatial covariance matrix modeling. The method was
only intended for stationary sound scenes. In [31], a com-
plete parametric pipeline for recordings captured using dis-
tributed Ambisonic microphones was presented, including
DoA estimation using acoustic intensity vector measure-
ments; source separation between pairs of microphones
based on time-frequency masking derived from the DoAs;
compression of the separated source signals; and respatial-
ization for translated rendering. In [30], the model of a
single-source, plus diffuse component per time-frequency,
which was originally exploited in single-point translation
in [6, 4], was extended to multipoint recordings. Triangula-
tion of DoAs between arrays permit a point-source position
assignment to each time-frequency bin, while a direct-to-
diffuse power ratio determines the balance between the
source and diffuse signals. This method is also compared
against nonparametric methods in [47]; furthermore, the
approach is additionally extended in [41], with the simul-
taneous estimation of source directivities. Recently, [45]
used the model of higher-order DirAC [52] to conduct the
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directional analysis in focused sectors, which were steered
towards a particular region of interest, thus reducing inter-
ference from out-of-region sources and reverberation.

The closest work to the method proposed in the present
article is described in [8], which operated in the time-
domain and combined: building 2D planar activity maps
based on broadband grid-scanning methods from each re-
ceiver, followed by peak-finding to ascertain source posi-
tion estimates; subsequent particle-filtering based tracking
of active sound objects; and then the application of broad-
band beamforming and spatialization of the objects, mixed
with ambient rendering. Building on the work of [8], the
proposed system instead operates in the time-frequency do-
main and lends particular emphasis on real-time operation.
It forgoes the use of computationally expensive activity-
map–based source position estimation in favor of contin-
uous DoA estimation methods followed by computing the
intersecting points between receivers. The proposed method
also uses particle-filtering based tracking of sound objects,
except this is conducted in 3D space, rather than being re-
stricted to a 2D plane. The proposed method also utilizes
the frequency resolution of the employed transform domain
to apply spatial post-filters onto the source object signals.
The post-filters can suppress leakage of diffuse noise and
interference into the broadband beamformed signals when
the target source is not active or at frequencies not populated
by the source spectrum when it is active.

Regarding perceptual evaluations of 6DoF rendering sys-
tems, only a handful of the studies mentioned in this section
conducted formal listening tests. Those that did followed
different test design philosophies in order to assess spe-
cific aspects of the systems. They also permitted varying
levels of listener navigable freedoms. This is largely due
to the difficulty of conducting such listening tests, since a
comprehensive perceptual evaluation would require a real-
time dynamic implementation of the system, along with,
for example, a head-mounted display (HMD) providing vi-
sual context for the audio rendering, while simultaneously
presenting an interactive test interface to the listener [20].
Therefore, nonparametric methods based on sound-field de-
compositions or expansions have primarily relied on com-
paring pressure reconstruction errors, which may be used to
instead infer their perceptual performance [37, 32]. The use
of physical proxy measures for the perceived localization
and envelopment performance, such as the intensity and
energy vectors and diffuseness metrics, was investigated in
[46]. Alternatively, the use of auditory modeling was ex-
plored in [14] in order to assess localization performance
for single-point translation based on a plane-wave decom-
position. The single-point parametric method of [51] was
also evaluated objectively based on a speech quality metric,
which was used to assess the performance at static listener
positions in a room containing up to three speakers.

Evaluations involving actual listening tests were con-
ducted for the systems described in [26, 27, 31, 16, 20, 9,
21, 42, 24, 8]. The mean opinion scores for the multipoint
source separation method of [27] indicated robust spatial
reproduction compared with a stereo reference but lower
naturalness compared with a mono reference. The single-

point DirAC–based method of [16] showed high perceptual
quality in a fixed-listener multiple-stimulus test when com-
pared with reference signals rendered using a receiver at
the true translated positions. A similar system was tested in
[20], except using dynamic real-time rendering with a test
interface in VR. The results indicated significant improve-
ments using known distance information of the sources
when compared with the fixed projection radius imposed in
[16]. Similar results were reported in [21], while providing
additional insights regarding the perceptual effects of using
either known or estimated source DoAs and demonstrat-
ing degraded performance for large translation distances.
In [9, 42], nonparametric spatial interpolation of multiple
ambisonic recordings was evaluated with dynamic render-
ing and aimed to assess the perceived spatial impression
and naturalness. The tests showed improvements when in-
creasing the ambisonic order from first to third, given a ref-
erence derived from an object-based representation of the
same scene involving a few distinct sources [9]. These im-
provements were largely diminished, however, when inter-
polating between the many sources of a classical orchestra
in a concert hall setting [42]. A nonparametric sound-field
extrapolation method was evaluated in [24] using dynamic
rendering of a single free-field speech/music source. The
work compares mixed and sparse sound-field decomposi-
tion approaches against conventional plane-wave nonsparse
alternatives, with demonstrably better results when using
the former. Finally, listening tests of the system described
in [8] were conducted using either fixed listener positions or
a dynamic listener following a predefined linear trajectory.
It was demonstrated that the system outperformed non-
parametric interpolation based alternatives in the majority
of cases.

Finally, although not the focus of this work, it is noted
that a closely related and equally active topic of research in-
volves interpolation, extrapolation, or parameterization of
spatial room impulse responses, which are subsequently re-
rendered at a new point. This, therefore, has strong potential
in applications such as interactive auralization, VR, and AR.
Indeed, in this field, some of the models for single-point or
multipoint translated rendering (both parametric and non-
parametric), described in the aforementioned treatise, have
also found application here. However, spatial RIRs are of
short finite-length and exhibit a special structure that allows
modeling and processing methods that are not suitable for
audio recordings, while their processing is typically more
robust to waveform errors or other processing artefacts. This
related literature is too large to be covered in the present
report; however, the reader is directed to [53] for a recent
overview of such techniques.

2 SPATIAL ANALYSIS

The objective of the spatial analysis is to determine the
Cartesian coordinates of all active source objects within the
scene, taking into account that their number and relative po-
sitions may change over time. In this work, a narrow-band,
single-source assumption is imposed onto each receiver,
and the requisite time-frequency indices, which correspond
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to a dominant sound source, are identified and used to ob-
tain the corresponding DoA estimates. Light rays are then
cast outwards from the receiver positions in the directions
of their respective DoA estimates, with the ray intersec-
tions in 3D space then found and subsequently passed to a
particle-filtering–based tracker. The function of the tracker
is to follow clusters of intersection points over time, with the
center points of clusters assumed to correspond to source
objects within the scene. The proposed rendering aims to
then use these tracked sound objects to synthesize a percep-
tually plausible auralization of the sound scene, from the
perspective of an arbitrary listener position, as described
later in Sec. 3.

2.1 The Preliminaries
It is assumed that R Ambisonic receivers of arbitrary

spherical harmonic order N1, ..., NR are either distributed
along a line (R ≥ 2), or on a 2D plane (R ≥ 3), or alter-
natively define an arbitrary 3D volume (R ≥ 4). The sig-
nals for each receiver are denoted as x1(t, f ), ..., xR(t, f ) ∈
C

(NR+1)2×1, which are represented in the time-frequency
domain, where t and f denote the down-sampled time and
frequency indices, respectively. The Cartesian coordinates
for each receiver are denoted as u1(t), ..., uR(t) ∈ R

3×1.
Note that the Ambisonic channel numbering (ACN) and
ortho-normalized (N3D) Ambisonics conventions are fol-
lowed throughout this work. The second-order statistics as-
sociated with each receiver are represented by their spatial
covariance matrices (SCM)

Cx,r (t, f ) = E[xr (t, f )xH
r (t, f )],

for r = 1, ..., R, (1)

where E[.] denotes the expectation operator, which, in prac-
tice, often involves temporal averaging in the range of tens
of milliseconds. This temporal averaging influences the
performance and the responsiveness of the spatial param-
eter estimation, but it also helps alleviate problems arising
due to misaligned receiver positions (with respect to their
specified positions), analog-to-digital converter clock syn-
chronization drift offsets, and cases in which the source-to-
receiver distances vary across receivers. Due to this latter
point, if the receivers are spaced further apart, temporal av-
eraging should also be increased, so that the SCMs of the
receivers may still sufficiently encapsulate active source
signal statistics during each spatial analysis frame. Note
that the time and frequency indices are henceforth omitted
for brevity of notation.

Much of the spatial analysis is then based upon the sub-
space decomposition of the receiver SCMs, which, with the
single-source assumption, is given as

Cx,r = Vr�r VH
r ,

= σ1,r v1,r vH
1,r +

(Nr +1)2∑
k=2

σk,r vk,r vH
k,r ,

for r = 1, ..., R, (2)

where σ are the eigenvalues sorted in descending order, and
v are the respective eigenvectors. Note that, in the single-

source case, the eigenvector corresponding to the largest
eigenvalue σ1,r is referred to as the signal subspace, whereas
the eigenvectors corresponding to the smallest (Nr + 1)2 −
1 eigenvalues are collectively referred to as the noise sub-
space. In this work, it is assumed that each time-frequency
index will correspond to either to a single dominant direc-
tional source, expressed by the signal subspace or to weak
interferers and ambient noise, as described by the noise
subspace.

2.2 Source Signal Detection
The first step of the spatial analysis is to detect the num-

ber of active sources from the perspective of each receiver
and for each frequency band. There are a number of ap-
proaches that have been proposed for this task, with many
of them operating based upon the aforementioned subspace
decomposition of the SCM; these include: those based on
the spatial covariance matrix eigenvalues with threshold-
ing, eigenvalue statistics, or those which operate directly
on the eigenvectors. A review of such methods may be
found in [54]. However, these methods may generally err
on the side of being more permissive; in other words, they
can have the tendency to overestimate the true number of
sources. Although such estimators have been shown to lead
to perceptually robust parametric reproduction in [7]; for
this work, a single-source assumption was selected instead,
in order to better isolate only the dominant sound sources
in the scene. One approach for ascertaining which time-
frequency tiles correspond only to a dominant source is to
combine diffuseness parameter estimation with the applica-
tion of appropriate thresholding. Examples of diffuseness
estimators include those based on active-intensity [2] or on
the variance of the eigenvalues [55]. In this work, however,
the direct-path-dominance (DPD) test was selected due to
its simplicity and robust performance [56]. The DPD test
is based on determining the ratio between the largest and
second largest eigenvalues as

ψr =
{

1, if σ1,r

σ2,r
≥ λ

0, otherwise
, (3)

where λ is a threshold value, which is typically tuned so that
a small percentage (for example: ≈ 10%) of time-frequency
tiles pass the DPD test. When ψr = 1, it is assumed that the
time-frequency tile for receiver r comprises only a single
dominant source, and thus, the DoA of the source is sub-
sequently estimated as described in the following section.
Whereas ψr = 0, on the contrary, indicates the presence
of multiple sources and/or diffuse noise, and therefore, no
DoA estimate is made.

2.3 Source Direction Estimation
One popular approach for estimating the DoA of a sound

source, from the perspective of a receiver, is to first create
an activity map. These may be generated by scanning a
dense grid of directions on the unit sphere, using conven-
tional beamformers, followed by the computation of their
respective powers. Suitable beamformers for this task in-
clude the hyper-cardioid (maximum directivity) [57] or the
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minimum-variance distortionless response (MVDR) [58]
beamformers. Alternatively, a spatial pseudo-spectrum may
be computed based on, for example, the MUtiple-SIgnal
Classification (MUSIC) approach [59] or the min-norm
method [60], both of which operate based upon the noise
subspace of the SCM. The DoA estimate, expressed as a
unit length Cartesian vector γr ∈ R

3×1, may then be deter-
mined as the direction that maximizes/minimizes (method
dependent) the generated activity map.

One issue with grid-based DoA estimation methods,
however, is the high computational requirements needed
for an exhaustive search of the sphere, which is then com-
pounded by the need to analyze the scene from multiple per-
spectives, as in the present multireceiver case. Furthermore,
although grid densities of approximately 1,000 directions
have been employed for single-perspective rendering and
shown to be perceptually sufficient in [7, 61], it is noted
that quantization errors are inherently introduced. When
subsequently computing the intersecting points of DoA es-
timates, such quantization errors may result in large devi-
ations between the estimated source positions and the true
source positions, especially if the sources are located far
away from the receivers. Therefore, high-precision gridless
DoA estimation alternatives may be preferred for multi-
receiver applications, even if their accuracy is potentially
lower, since they mitigate quantization errors and are gen-
erally less computationally demanding.

One example of a gridless method is to infer that the op-
posite direction to the active-intensity vector corresponds
to the DoA [62, 63], which is an approach used by some
existing parametric reproduction methods [50, 64]. This
active-intensity based approach is limited to single-source
DoA estimation and first-order input. In the present case,
the single-source assumption is not a limitation; however,
it may be beneficial to make use of higher-order com-
ponents, if they are available. Although there are higher-
order extensions to the active-intensity DoA estimation ap-
proach [65], these employ the higher orders to spatially
partition the sphere into individual sectors so that multi-
ple sources may be resolved simultaneously, thus offering
minimal benefit when employing the current single-source
assumption. Therefore, in order to target a general solution,
the EigenBeam Estimation of Signal Parameters via Rota-
tional Invariance Techniques (EB-ESPRIT) approach [66,
67] was selected for this study; since it is: gridless, extends
well to higher-order input (if available), and the formula-
tions described in [66, 67] have been specifically shown
to be robust in [68]. Furthermore, although EB-ESPRIT
is inherently a multisource estimator, simplified formula-
tions of EB-ESPRIT for single-source localization tasks
[67] may also be used to further reduce the computational
complexity.

2.4 Finding the Intersecting Points
Once the DoAs of dominant sound sources have been es-

timated from the perspective of each receiver, the proposed
system subsequently casts out the corresponding light rays
from the receiver positions. This process is conducted in-

dependently for each frequency band. For all combinations
of receiver pairs, which are both adjacent to each other and
mutually agree on the presence of a single dominant source,
the intersection point is found between the cast rays. In the
presence of noise, however, the rays will rarely perfectly
intersect in 3D space. Therefore, the mid-point between the
shortest distance between the cast rays is considered to be
an intersection point in this work. For example, if receivers
1 and 2 mutually agree on the presence of a single source
and are adjacent to each other, the intersection is computed
as

p = 1

2
(u1 + τ1γ1 + u2 + τ2γ2) , (4)

with

τ1 = (u2−u1)Tγ1+(u1−u2)Tγ2(γT
1 γ2)

1−(γT
1 γ2)2 , (5)

τ2 = (u1−u2)Tγ2+(u2−u1)Tγ1(γT
1 γ2)

1−(γT
1 γ2)2 . (6)

Note that Eq. (4) only provides valid intersection points
if τ1 > 0 and τ2 > 0. Furthermore, additional heuristics
may also be integrated into the system at this point, in
order to assess the validity of the calculated intersections.
For example, if the length of the shortest distance between
the cast rays exceeds a maximum threshold (e.g., 30 cm),
then the DoA estimates may be deemed inaccurate, and
this intersection may be discarded. Other heuristics may
make use of the known layout of the scene, for example:
if intersections occur too near to a receiver, then they may
be assumed to be erroneous. Another example is where the
geometry of the room is known, and therefore, intersection
points that fall beyond the room boundaries may be assumed
to correspond to early reflections or noisy DoA estimates.

All D narrow-band intersections deemed to be valid,
based on the aforementioned heuristics criteria, are then
gathered for each analysis frame: p1, ..., pD , where pd ∈
R

3×1 are the Cartesian coordinates for intersection d. These
intersection points should ideally form clusters around the
true source positions and be subsequently followed over
time by the tracker described in the next section.

2.5 Source Position Tracking
Once all valid DoA intersections have been deter-

mined, the data are subsequently passed onto the Rao–
Blackwellised particle-filter tracking framework described
in [69]. The purpose of the employed tracker is to use
the computed intersection points (which are determined
from narrow-band single-source DoA estimates) to derive
K broadband source position estimates, which are updated
for every analysis frame and are denoted as v1, ..., vK ,
where vk ∈ R

3×1 are the Cartesian coordinates for source
object k.

The tracker models the source object dynamics using
the Wiener velocity model [70], in order to adapt to mov-
ing sources. The death of currently tracked source objects
is modeled based on their respective lifespans (which are
assumed to follow a Gamma distribution) and is consid-
ered at every time step. The birth of a new source object
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is postulated by the tracker for each new intersection point
it receives and is carried out independently by each parti-
cle. The likelihood of this event occurring is weighed-up
against the following alternative event hypotheses: (1) the
intersection point instead corresponds to an existing tracked
source object or (2) the intersection point is deemed to be
clutter. Each particle randomly selects one of the event
hypotheses, which are weighted based upon the estimated
likelihood of their occurrence. Particles that consistently
select likely event hypotheses over time are subsequently
weighted higher and therefore contribute the most to the
tracking results. Owing to the described birth and death
modeling, the tracking framework is able to follow multi-
ple sound objects, which may vary in number and/or po-
sition over time. To better suit the present application, the
employed tracking framework also imposes a maximum
threshold for the number of targets, which serves to con-
strain the tracker in cases where its parameters may be
poorly tuned in practice. If two targets are located within
a certain specified distance, an additionally added feature
forces the probability of death for the less mature of the two
targets to 1. Note that the employed tracking framework is
described in further detail in [71, 72, 69].

3 SPATIAL SYNTHESIS

3.1 Source Stream Rendering
Once the positions of source objects in the scene are

being successfully tracked, a dedicated rendering stage is
used to spatialize them from the perspective of the lis-
tener position over the target playback setup. Here, the
nearest receiver to each source is first determined, since
it is assumed that beamforming from these receivers will
likely provide the highest signal-to-noise (SNR) ratio. The
receiver-to-source directions for the K source beamformers
are therefore computed as

γrk ,k = vk − urk

||vk − urk ||
, for k = 1, ..., K , (7)

where ||.|| denotes the Euclidean norm and rk is the index
of the nearest receiver to source object k. The source object
signals are then given as

sk = P(γrk ,k)wH(γrk ,k)xrk , for k = 1, ..., K , (8)

where w ∈ C
(Nrk +1)2×1 are beamforming weights, and P ∈

R is a frequency-dependent spatial post-filter gain fac-
tor. Note that the beamforming weights may, for example,
be derived based on frequency-independent axisymmetric
patterns [73], or frequency-dependent adaptive algorithms,
such as the MVDR [58] beamformer design.

Note that the intention of the included spatial post-filter is
to frequency-dependently deactivate the beamformers and
mitigate problems arising during the following three poten-
tial scenarios: (1) during periods when the source is not cur-
rently active but is still being tracked; (2) when the source
does not have energy in all frequency bands, and thus,
the broad-band nature of the tracker and subsequent beam-
forming results in the capture of unwanted signals/noise in

those frequency bands; and (3) situations in which the sys-
tem is erroneously tracking a phantom target. In this work,
a post-filter is constructed based on the cross-pattern co-
herence (CroPaC) [74] between an omnidirectional signal
and a dipole beamformer that has its positive-polarity lobe
steered towards the source direction. The post-filter may be
formulated as

P(γrk ,k) = max

[
λ,

√
1
3R[C(rot)

xrk
(γrk ,k)]1,4

1
4

∑4
q=1[Cxrk

]q,q

]
, (9)

where R[.] denotes the real operator and C(rot)
xrk

(γrk ,k) =
R(γrk ,k)Cxrk

RH(γrk ,k) are the signal statistics correspond-
ing to an appropriately rotated sound field, (using the
azimuth/elevation angles of γrk ,k as yaw/pitch rotations),
which aligns the x-axis dipole with the source direction
using rotation matrix R ∈ R

(Nrk +1)2×(Nrk +1)2
[3]. The nor-

malized coherence values are therefore in the range [−1,
1] and become unity when the dipole is steered toward an
active source signal. The λ > 0 parameter is then used to
half-wave rectify and constrain the coherence values be-
tween [λ, 1], in order to ensure that the resulting post-filter
is not influenced by the negative-polarity lobe of the dipole
beamformer and to also help retain the signal fidelity of the
beamformer. Note that when λ = 0, the post-filter is permit-
ted to completely attenuate time-frequency tiles, and this
freedom can lead to the introduction of spectral artefacts,
whereas, for example, λ = 0.25, would instead permit at-
tenuation of up to approximately 12 dB, which may largely
mitigate such issues.

Once estimates of the source object signals have been ob-
tained, they are then spatialized with respect to the listener
position al ∈ R

3×1, which is also expressed as Cartesian
coordinates, in meters. The listener-to-source direction is
calculated as

γl,k = vk − al

||vk − al || , for k = 1, ..., K , (10)

and the spatialization for an S-channel playback setup
may be realized with spatialization gains g(γl,k) =
[g1(γl,k), ..., gS(γl,k)]H, which can be, for example, HRTFs
for binaural playback, arbitrary-order spherical harmonic
weights for Ambisonics output, or amplitude-panning gains
for loudspeaker playback. The spatialization is then applied
as

ydir =
K∑

k=1

drk ,k

dl,k
g(γl,k)sk, (11)

where drk ,k and dl,k are the distances between the (near-
est) receiver-to-source and listener-to-source, respectively,
and are included in order to account for distance atten-
uation according to the inverse-distance law. Note that
due to the narrow-band processing paradigm employed,
frequency-dependent distance filters could also be feasibly
integrated into the system, in order to account for near-
field/proximity effects [75, 76], although these were not
explored in this present study. Furthermore, unlike linear
interpolation-based rendering, it is worth highlighting that
this object-based source stream rendering is also able to
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support listener positions that fall outside the area/volume
enclosed by the receiver positions.

3.2 Ambient Stream Rendering
The purpose of the ambient stream rendering is to re-

produce diffuse ambient components and weak directional
sources, which remain after the source components have
been subtracted from the input Ambisonic signals. Firstly,
the nearest J receivers to the listener are identified, where
the number is dependent on the receiver arrangement; for
example, the nearest J = 2 receivers are selected for a line
array arrangement, J = 3 for the 2D planar case, and J = 4
for the general 3D volumetric case. The indices r1, ..., rJ are
subsequently used to obtain the residual Ambisonic signals
as [7]

x̂r j = xr j − Y(�r j )P(�r j )W(�r j )xr j

for j = 1, ..., J, (12)

where W = (YTY)−1YT ∈ C
K×(Nr j +1)2

are beamforming
weights for all source directions �r j = [γr j ,1, ..., γr j ,K ]
from the perspective of the jth nearest receiver (rj); P =
diag[P(γr j ,1), ..., P(γr j ,K )] is a diagonal matrix of CroPaC

spatial post-filter gains; and Y ∈ R
(Nr j +1)2×K are spheri-

cal harmonic re-encoding weights for the same directions
as used for the beamforming. Note that during periods of
source inactivity, where the post-filter can introduce sig-
nificant attenuation, this processing can lead to x̂r j ≈ xr j .
Furthermore, in order to stabilize the pseudo-inverse, when
determining W in practice, DoAs that fall within the same
π/(2Nr) angular window may be replaced by a single aver-
aged DoA vector.

A plane-wave decomposition of the residual receiver sig-
nals is then conducted, followed by scaling these signals
with linear or barycentric interpolation gains b1, ..., bJ , be-
fore accumulating and spatializing the resultant signals as

ydiff = Gv
∑J

j=1 b jD[YT
v x̂r j ], (13)

where Yv ∈ R
V ×(Nr j +1)2

are spherical harmonic weights for
a uniform spherical arrangement of V (virtual loudspeaker)
directions. The gain bj dictates the degree to which each
receiver contributes to the residual rendering (based on the
chosen interpolation scheme), and Gv ∈ C

S×V are spatial-
ization gains to map the signals corresponding to the vir-
tual directions to that of the target playback setup. Since
the encapsulated ambient components may be assumed to
be mostly diffuse, timbral colorations (such as position-
dependent comb-filtering, which results from the coherent
summation of signals and is experienced with linear inter-
polation rendering alternatives) are likely to be avoided.
However, in order to enforce this diffuse property, the de-
composed signals may also be decorrelated, as denoted by
D[.], before they are included in the weighted average.

Note that, if the listener is located away from a receiver
position, then the intention of this ambient rendering is not
to be physically accurate but rather to produce a plausi-
ble rendition of the diffuse ambience of the scene, whereas
when the listener is located at one of the receiver positions,
then the rendering reverts to that of the physically motivated

ambient rendering conducted by the methods described in
[7, 61]. Furthermore, unlike the situation with the source
stream rendering, the proposed ambient rendering does not
support extrapolation beyond the convex hull of the receiver
positions. In such cases, the listener position for the ambient
rendering may instead be pegged to the nearest point on the
convex hull of the receiver positions. However, it is noted
that the overall rendering may remain perceptually plausi-
ble, since this particular limitation may be masked by the
extrapolation capabilities of the source stream rendering.

3.3 Overall Rendering
The final output parametrically rendered signals are ob-

tained by summing the two streams as

ypar = ydir + ydiff, (14)

where it is apparent that one could optionally apply differ-
ent gains to the two streams, in order to either emphasize
the source object rendering (which would be akin to de-
reverberation) or emphasize the reverberance of the scene.
Additionally, linearly interpolated and rendered output sig-
nals may be obtained as

ylin =
J∑

j=1

b j Dlin,r j xr j , (15)

where Dlin,r j ∈ C
S×(Nr j +1)2

are static spatialization gains for
linearly mapping the interpolated Ambisonic signals to the
target playback format; for example, a binaural Ambisonic
decoder [77, 78] may be used for headphone playback. Al-
though it is expected that this linear rendering will not be
as spatially accurate as the proposed approach, the output
signals may exhibit higher signal fidelity; since no signal-
dependent processing is conducted. A weighted combina-
tion of the proposed parametric rendering and this optional
linear rendering may therefore be beneficial in some sce-
narios. Note that these nonparametrically rendered signals
also serve as the baseline approach during the evaluations
described in Sec. 5.

Finally, it is noted that additional listeners, each with
their own position and orientation, may experience a per-
sonalized reproduction of the sound scene with minimal ex-
tra computational requirements; since the proposed spatial
analysis described in Sec. 2 will remain the same regard-
less of the listener positions. Furthermore, the beamformer
signals will also remain the same, with only the spatializa-
tion gains and delay-compensation required to be updated
for each listener. The residual signals may also be reused
across listeners, provided that their respective interpolation
gains are applied accordingly.

4 IMPLEMENTATION

The proposed multireceiver object-based sound
scene reproduction system was implemented as a real-
time VST audio plugin, using the open-source Spa-
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Fig. 1. The graphical user interface of the developed Virtual Studio Technology (VST) audio plug-in.

tial Audio Framework2 and the JUCE framework.3 The
graphical user interface is depicted in Fig. 1, which is di-
vided into six sections: analysis and rendering settings;
source, receiver, and listener positions; and a window pro-
viding a visual depiction of the multireceiver setup. The
receiver positions are specified to lie within the boundaries
of a shoe-box room geometry, which serves to constrain
the spatial analysis to operate within a known volume by
culling intersections that fall beyond these boundaries. It
is possible to also support arbitrary room geometries, al-
though this is not explored in this work. Note, however,
that constraining the problem within a known geometry is
also not a strict requirement, and if intersections located be-
yond the boundaries are not culled, then the room viewing
window serves only to depict the relative positions of the
receivers and sound objects.

Once the receiver positions (depicted as magenta-
colored circles) have been specified, their input signals are
transformed into the time-frequency domain using the alias-
free short-time Fourier transform (STFT) design described
in [79], which was configured with a hop size of 128 sam-
ples and 90% overlap. The audio latency of the system at a
48-kHz sample rate is therefore 24 ms. However, since the
listener position and orientation are updated after the for-
ward time-frequency transform, the head-tracking latency
incurred by the synthesis stage is instead 13.3̇ ms, whereas
the latency for the spatial parameter estimation is dependent
on the amount of temporal averaging applied to the SCMs
(≥ 13.3̇ ms). The SCMs are also grouped and averaged into
equivalent rectangular bandwidths (ERB) frequency bands.

2https://github.com/leomccormack/Spatial_Audio_Framework
3https://github.com/juce-framework/JUCE

This averaging serves to improve the robustness of the spa-
tial parameter estimation (without having to resort to longer
temporal averaging and thus incurring more latency), while
also reducing the computational complexity of the real-time
system.

The spatial analysis is conducted for each Ambisonic
receiver and ERB frequency band using the DPD test and
EB-ESPRIT methods described in Secs. 2.2 and 2.3, respec-
tively. The source position estimates are subsequently found
by casting rays based on the DoA estimates from adjacent
receiver pairs and computing the points of intersection, if
the receivers mutually agree on the presence of a single-
dominant source, as described in Sec. 2.4. These cast DoA
rays and intersecting points are also depicted on the user in-
terface with a color gradient ranging from magenta to cyan,
in order to indicate whether the estimates/intersections cor-
respond to lower- or higher-frequency bands, respectively.
Intersections that fulfill the validity criteria (i.e., are within
the room boundaries, not closer than 30 cm to a receiver, and
the distance between intersections and rays is within 30 cm)
are given to the multisource particle-filtering based tracker
described in Sec. 2.5. The tracked source positions are then
depicted as orange circles, with their positional variance
indicated by transparent halos. It is then based upon these
tracked source positions that the rendering operates, unless
the tracker is disabled and the source positions are specified
manually instead.

After the source positions have been specified or tracked,
the system may be configured with one of the three fol-
lowing options: (1) to output both the source and ambi-
ent streams corresponding to the specified listener position
(depicted as a green colored circle) and orientation, as de-
scribed in Sec. 3, using HRTFs as the spatialization gains;
(2) to render both streams using spherical harmonic vec-
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tors as the spatialization gains instead, in which case any
existing Ambisonic decoder may then be used to auralize
the translated scene; or (3) to render only the source stream
without spatialization and output the individual source ob-
ject signals (one per output channel), along with exposing
their positions as read-only automation/metadata, which
may be subsequently spatialized using a separate tool. The
proposed system is therefore highly flexible, and as far
as the authors are aware, is the only multireceiver object-
based rendering system that is publicly available. Further-
more, it is noted that since the layout of the receivers may
be re-configured (and associated parameters reinitialized)
on a frame-by-frame basis, the system can not only sup-
port moving sound sources and listeners but also moving
receivers. However, moving sources and/or receivers were
not formally investigated in this study.

For the source beamforming, a few static and adaptive
algorithm options were integrated into the system, with the
minimum-variance distortionless response (MVDR) beam-
former design [58] chosen for this present study. A variety
of different post-filtering options were explored by the au-
thors, but the first-order CroPaC algorithm (λ = 0.25) was
selected due to its robust performance [74] and low compu-
tational complexity. The residual stream signals are decor-
related through a combination of applying short frequency-
dependent delays [80] and cascaded all-pass filters [81], as
commonly conducted by multichannel audio codecs [82].
Barycentric interpolation weights are employed for the am-
bient stream interpolation according to Eq. (13), and the
interpolation-based rendering alternative described by Eq.
(15).

Time-delay compensation is applied by the system for
each source object signal, in order to account for the dif-
ference between receiver-to-source and listener-to-source
distances. To preserve a causal processing behavior, a fixed
delay of 15 ms is added by the system to allow for up to
8.5 m of listener translation from the sound sources. Note
also that the compensation is applied in the time-frequency
domain without fractional-delay based interpolation and,
therefore, time delays are quantized to the nearest down-
sampled time index. Due to the large STFT overlap in the
proposed configuration, however, this lack of fractional de-
lays was not found to noticeably affect the perceived per-
formance, and its omission significantly reduced the com-
putational complexity of the system.

5 EVALUATION

The evaluation of the proposed system was approached
through an in situ subjective listening test conducted in
6DoF virtual reality, whereby real-world source signals
were directly compared with the corresponding binaural
renderings of a distributed arrangement of Ambisonic re-
ceivers. The dataset described in [83]4 was employed for
this evaluation, which comprises spatial room impulse re-
sponses (SRIRs) measured in the 5.75 × 7.87 × 2.91 m

4https://doi.org/10.5281/zenodo.5720724

Fig. 2. (a) Illustration of the receiver and source positions used
during the SRIR measurements and the listening test, with the
permitted navigable area indicated by the yellow dashed line. (b)
Photo of the room and loudspeaker positions, and a listener located
within the navigable area.

(width × depth × height) Arni variable acoustics room at
the Acoustics Lab, Aalto University, Finland (background
noise level of 20.5 dBA SPL). The dataset involved placing
an mh Acoustics Eigenmike em32 in seven different re-
ceiver/measurement positions and capturing the SRIRs for
three different source positions, which were represented by
Genelec 8331A coaxial loudspeakers. The source and re-
ceiver positions are illustrated in Fig. 2. Note that the SRIRs
measured during the dry room configuration, with octave-
band (125 Hz to 8 kHz) RT60s of [0.23 0.22 0.28 0.30 0.50
0.46 0.36] s, were selected for the present study.

A multiple-stimulus listening test was designed,
whereby loudspeakers of the same make and model were
placed in the same source positions in the room. This there-
fore, served as the real-world reference (ref) test condition.
The other three test conditions then comprised (1) the para-
metric system using known source positions (i.e., tracker
disabled) in conjunction with the proposed spatial synthesis
(par); (2) the parametric system using both the proposed
spatial analysis (i.e., tracker enabled) and spatial synthesis
(parT); and (3) a linear baseline approach (lin), as described
in [9] and represented by Eq. (15). The test conditions are
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Table 1. Listening test conditions.

Name Processing method

ref Stimuli played directly over loudspeakers
par Proposed system (known source positions)
parT Proposed system (with tracker enabled)
lin Linear interpolation and decoding

Table 2. Listening test scene stimuli, ordered according to the
source numbering in Fig. 2.

Name Source stimuli

speech male speech, female speech, male speech
mix male speech, piano, water fountain
band drums, bass guitar, strings

also summarized in Table 1. Regarding the stimuli used for
the three source positions, three different combinations of
anechoic monophonic recordings were selected: (1) three
simultaneous speakers (speech); (2) a mixture of speech, pi-
ano, and a water fountain (mix); and (3) drums, bass guitar,
and strings (band). The stimuli combinations are summa-
rized in Table 2.

For the reference (and hidden-reference test case), the
stimuli were simply played directly through the three loud-
speakers in the room. For the other test conditions, the
Eigenmike SRIRs were first encoded into second-order
Ambisonics and subsequently convolved with the same
stimuli for each of the seven receiver positions. The re-
sulting synthetic distributed microphone array recordings
were then rendered binaurally over headphones through the
application of the developed VST plug-in, which was able
to switch between the three processing methods under test.
The test participants were therefore able to directly com-
pare the three processing methods (and hidden-reference)
against the reference case. To display the listening test room
in virtual reality, a three-dimensional model of the same
room was also captured using light detection and rang-
ing (LIDAR) technology using an Apple iPad Pro. The
model was refined and reduced in file size in Blender, to
improve real-time rendering performance, before being im-
ported into Unity. Note that the loudspeaker positions were
also visible in the room model.

To maximize the available computational resources, two
computers were used to run the listening test. The virtual
reality visuals were rendered with Unity using a Windows
laptop, whereas the developed VST plug-in and the listen-
ing test logic were hosted within Cycling 74 Max using a
MacOS laptop. User position and orientation data for lis-
tener translation and rotation, as well as the controls for the
graphical user interface for the test, were sent from Unity
to Max via open sound control (OSC) messages. To pre-
vent participants from colliding with the loudspeakers, an
appropriate navigable area was determined and displayed
as a barrier within the virtual reality environment; this area
is also illustrated in Fig. 2(a). The visuals were delivered
over an Oculus Quest 2 head-mounted display, and the au-
ralization was delivered using Mysphere 3.2 headphones.

The Oculus Quest 2 communicated with Unity wirelessly
over Oculus Air Link, whereas the headphone connection
was wired.

The test participants were fitted with the head-mounted
display and headphones and were requested to familiarize
themselves with the virtual reality environment and user in-
terface prior to beginning the listening test. The duration of
the test was between 30 and 45 min, and although no train-
ing phase was included, participants could take as long as
they wished. The test subjects were also encouraged to walk
freely inside the navigable area and were requested to look
and move around before making their assessments. The
participants were required to separately rate the conditions
based on their Spatial and Timbral similarity with the refer-
ence and then also based upon their Overall preference. The
test scenes and processing conditions were randomized and
double blind. Trials were repeated once; therefore, given
the three sets of stimuli, there were six trials in total. The
15 participants, all of whom were either employees or post-
graduate students at the Acoustics Lab, were aged between
24 to 35 (12 male, three female) with self-reported normal
hearing and prior critical listening experience. Note that a
REAPER project, which includes the seven second-order
Ambisonic receiver signals employed and rendered by the
developed VST audio plug-in, may also be found on the
companion webpage.1

6 RESULTS AND DISCUSSION

The results of the listening test are presented as violin
plots in Fig. 3, which shows density trace and a box plot
in a single illustration, thus depicting the structure of the
data in greater detail than a traditional box plot [84]. The
width of the violins indicates the density of data, and me-
dian values are presented as a white circle. The interquartile
range is marked using a thick grey line, the range between
the lower and upper adjacent values is marked using a thin
grey line, and individual results are displayed as colored
dots. Through high-level observations, it is noted that the
reference was consistently identified and rated with the
highest scores, whereas the median values for the two para-
metric approaches are situated between the reference and
the linear method for all tested stimuli types and evaluation
metrics. The results also appear to indicate that the two
parametric processing approaches were rated similarly but
that the spatial analysis conducted by parT introduces more
variance in the results and therefore, these cases were rated
slightly lower than par, which operated with known source
positions. However, the median scores for both parametric
approaches are still shown to be higher than those attained
with the linear baseline approach.

In order to gain further insight into the results, the
data were tested for normality using the Shapiro–Wilk test,
which showed 12 out of 36 results data followed a nonnor-
mal distribution (at a confidence interval of 95% p). Statis-
tical analysis was therefore conducted using nonparametric
methods. To assess whether the results of the rendering
methods being studied were statistically significantly dif-
ferent, Friedman tests were conducted for the Spatial and
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Fig. 3. Violin plots of the listening test results for the three eval-
uation metrics under test: (a) Spatial similarity, (b) Timbral simi-
larity, and (c) Overall preference.

Timbral evaluation metric results, for all three stimuli types.
The results were found to be significant for Spatial: χ2(3)
= 80.1, p < 0.01, χ2(3) = 64.5, p < 0.01 and χ2(3) = 81.6,
p < 0.01 for the speech, mix, and band stimuli, respectively.
They were also significant for Timbral: χ2(3) = 75.9, p <

0.01, χ2(3) = 82.1, p < 0.01 and χ2(3) = 82.9, p < 0.01 for
the speech, mix, and band, respectively. Since the Overall
part of the listening test was deemed to be more subjective
and to represent a perceptual average of the Spatial and
Timbral metrics, further analysis of the Overall results was
not conducted in this study.

To explore the significance of the differences be-
tween rendering methods in more detail, pairwise post-hoc
Wilcoxon Signed Rank tests were conducted between all
conditions for the Spatial and Timbral metrics, with the
Bonferroni–Holm p value correction, the results of which
are presented in Fig. 4. In all tested scenarios, the hid-
den reference was rated statistically significantly higher
than all other conditions, suggesting that none of the tested
rendering methods were spatially or timbrally transparent
with reality. However, for the Timbral metric, the para-

metric rendering approaches were both rated statistically
significantly higher than the linear rendering for all three
stimuli types. For the Spatial metric, this was significant
for the speech and band stimuli but not the mix stimulus.
No statistically significant differences were observed be-
tween the two parametric rendering methods for either the
Spatial or Timbral results, for all tested stimuli types. This
confirms that rendering the scene using the source tracker
produces perceptually similar outcomes to when rendering
using known source positions.

6.1 Avenues for Future Work
During the course of the study, it became apparent that

attaining a physically accurate rendering, in such a way
that it would be transparent with respect to the real-life ref-
erence, poses a significant challenge. Therefore, the study
instead targeted a perceptually plausible rendering of the
6DoF scenario, rather than a transparent rendering. This is
due in part to some practical limitations that are not easy,
or even possible, to overcome. For example, the HRTFs
employed by the rendering methods under test were non-
individualized, and therefore, the performance may vary
across listeners. However, perhaps more significant, is the
fact that while the Mysphere 3.2 headphones employed
have been shown to be more acoustically transparent than
other commonly used headphone models for binaural tests
[85], the headphones and head-mounted display geometry
still incur scattering and occlusion effects. These effects
will introduce direction-dependent filtering when audition-
ing real-life reference conditions. Investigating ways to im-
prove the acoustical transparency of the testing apparatus
is likely to be an important topic when conducting similar
perceptual studies in the future.

One of the main limitations of the proposed rendering is
the absence of source directivity modeling. Although it is
acknowledged that detailed modeling of source directivity
would likely require a large number of receivers-to-source
ratio, it is nonetheless highlighted as an important research
direction for future systems that target a more physically
accurate rendering. One possible simplification of this task
would be to assume that the source directivity of all the
sources within the scene is the same (e.g., having a directiv-
ity pattern which is standardized to that of a human speaker
or loudspeaker), in which case, the problem would be sim-
plified and reduced to only finding the source orientations.
The source orientation could be approximated based upon
beamforming from a few nearby receivers, from which the
ratio of energy between the low- and high-frequencies could
be computed; following the assumption that a speaker or
loudspeaker would be more directive at high frequencies
than at low frequencies, an estimate of the source orienta-
tion could subsequently be established. This also extends
to modeling near-field effects, which may improve plausi-
bility when in close proximity to a sound source.

Regarding the implementation of the proposed system, it
is noted that a primary reason for selecting seven second-
order receivers as input for the evaluation (63 channels in
total) was to stay within the 64-channel limit imposed by
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Fig. 4. Wilcoxon signed-rank matrices of the Spatial and Coloration listening test results between different conditions: (a) Spatial
similarity, and (b) Timbral similarity.

the VST2 Source Development Kit (SDK). Future systems
based on more and higher-order receivers will likely require
custom software solutions or will need to distribute multiple
instances of the plug-in over different buses. Furthermore,
it is noted that one of the more significant computational
burdens of the present system is the need for the decorrela-
tion of multiple plane-wave decomposed receiver signals in
the ambient stream rendering, prior to summation and spa-
tialization in Eq. (13). However, if the system is configured
for binaural playback, then theoretically, only two channels
of decorrelated audio should be required to produce the
appropriate interchannel relationships corresponding to a
diffuse-field, as demonstrated recently in [86]. Therefore,
to reduce the computational complexity, similar solutions
could be explored for the proposed ambient rendering.

7 CONCLUSION

This article proposes a practical system for object-based
rendering of sound scenes captured using a distributed ar-
rangement of Ambisonic receivers. The proposed system
operates in the time-frequency domain and employs sound
source direction-of-arrival (DoA) estimates from the per-
spective of each receiver, followed by tracking the resulting
clusters of DoA intersection points. The employed tracker
can adapt to sound sources which vary in number and posi-
tion over time, with broad-band beamformers and narrow-
band spatial post-filters used to extract their respective sig-
nals. The post-filters are intended to frequency-dependently
deactivate the beamformers during periods of source inac-

tivity, or when the sources themselves excite only a limited
frequency range. The extracted source object signals are
then spatialised with respect to the orientation and position
of the listener, who does not necessarily need to be located
within the area/volume enclosed by the receiver positions.
Additionally, the source object signals are subtracted from
the receivers closest to the listener, where the resulting
residual signals are subsequently spatialised, decorrelated,
and summed with appropriate interpolation weights; which
therefore enables rendering of also the diffuse reverberant
sound components of the captured sound scene.

To evaluate the perceptual performance of the proposed
rendering techniques, they were first integrated into a real-
time software solution. A subjective listening test exper-
iment was then designed, whereby simulated recordings
of seven second-order Ambisonic receivers were generated
based on three different source positions in a real room.
Listening test subjects were then placed in the same room,
where real loudspeakers were situated in the same three
source positions as used to generate the simulated record-
ings. The participants were also provided with acoustically
transparent headphones, and an HMD depicting the loud-
speaker positions in a virtual representation of the room.
This testing apparatus, therefore, allowed the participants
to make a direct comparison between the real-life situa-
tion and the respective binaural renderings of the simu-
lated signals, using the methods under test, which were: the
proposed rendering using sound source tracking, the pro-
posed rendering using known source positions instead, and
a signal-independent interpolation-based alternative.
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The results show that in the vast majority of cases,
the proposed renderings—both with the tracker and us-
ing known source positions—were rated to be perceptually
closer to the reference, compared with the linear interpo-
lation baseline alternative. No statistically significant dif-
ferences were found between cases when the source object
tracker was enabled or disabled, suggesting that the pro-
posed tracking was perceptually adequate for the evaluated
scenes. Furthermore, the reference was consistently rated
statistically significantly higher than the proposed render-
ings, which suggests that the system was not perceptually
transparent with respect to reality. The authors postulate a
number of aspects of the proposed system and evaluation
apparatus, which may be investigated in future studies; but
chiefly, the lack of source directivity, and near-field effect
modeling and the direction-dependent scattering introduced
by the headphones and HMD, are highlighted as the most
significant focus areas for future work.
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