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Music emotion recognition and recommendation systems often use a simplified 4-quadrant
model with categories such as Happy, Sad, Angry, and Calm. Previous research has shown
that both listeners and automated systems often have difficulty distinguishing low-arousal
categories such as Calm and Sad. This paper seeks to explore what makes the categories
Calm and Sad so difficult to distinguish. We used 300 low-arousal excerpts from the classical
piano repertoire to determine the coverage of the categories Calm and Sad in the low-arousal
space, their overlap, and their balance to one another. Our results show that Calm was 40%
bigger in terms of coverage than Sad, but that on average Sad excerpts were significantly
more negative in mood than Calm excerpts were positive. Calm and Sad overlapped in nearly
20% of the excerpts, meaning 20% of the excerpts were about equally Calm and Sad. Calm
and Sad covered about 92% of the low-arousal space, where 8% of the space were holes that
were not-at-all Calm or Sad. The largest holes were for excerpts considered Mysterious and
Doubtful, but there were smaller holes among positive excerpts as well. Due to the holes in
the coverage, the overlaps, and imbalances the Calm-Sad model adds about 6% more errors
when compared to asking users directly whether the mood of the music is positive or negative.
Nevertheless, the Calm-Sad model is still useful and appropriate for applications in music
emotion recognition and recommendation such as when a simple and intuitive interface is

preferred or when categorization is more important than precise differentiation.

0 INTRODUCTION

Previous research has made good progress on the prob-
lem of music emotion recognition [1-44], with a wide vari-
ety of musical applications [73-78]. Some music emotion
recognition systems have used dimensional models, most
commonly describing the valence or positiveness of the mu-
sic in one dimension and its arousal or energy-level in a sec-
ond dimension [1-12, 44-46, 72]. Other systems have used
categorical models, using adjectives to describe the charac-
ter expressed by the music or the experienced emotion of
the listener [13—-34], or simply dividing the valence-arousal
plane usually by quadrants [6, 17-18, 35-39, 44].

A particularly popular categorical model for music emo-
tion recognition is the 4-quadrant model [6, 13-15, 17-30,
35-39, 44]. It simplifies the valence-arousal plane into four
distinct quadrants with labels such as Happy, Sad, Angry,
and Calm (see Figure 1). Alternative category names are
also common, such as Scary or Fearful instead of (or in ad-
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dition to) Angry [23, 47], and Peaceful, Relaxed, or Tender
instead of (or in addition to) Calm [23-25, 32, 47-48]. In
any case, a big advantage of this model is its simplicity—
the four categories are natural and intuitive dimensions of
the valence-arousal plane. They are universally understood
opposites, and they are concrete representations of the ab-
stract valence-arousal plane.

Researchers have frequently used the 4-quadrant model
as a basic way of categorizing music. They have also used it
in music emotion recognition systems and have compared
the responses of listeners to the predicted categorization of
these systems.

Many researchers have noted that automated 4-quadrant
models generally do a very good job in distinguishing high
and low arousal music and, therefore, do well distinguish-
ing category pairs such as Happy-Calm and Angry-Sad. The
systems also usually do well distinguishing Happy-Angry.
The most difficult case is Calm-Sad. This case usually ac-
counts for the largest errors in 4-quadrant music emotion
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Fig. 1. Simplified 4-quadrant categorical model.
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Fig. 2. An arousal-valence emotional space. Adapted from IAPS
(Lang et al., 1988) and IADS (Bradley and Lang, 1991) by Dietz
[53].

recognition systems [1-2, 14, 17, 19-20, 23-28, 32, 35—
38, 44, 47-51]. Avoiding the problem, some researchers
have used 4-category models, but actually used three
high-arousal categories and only one low-arousal category
[15-16].

So, what makes the categories Calm and Sad so difficult
to distinguish? Several previous researchers have noted that
valence is harder to distinguish than arousal [1-4, 16, 25,
44]. And while many previous researchers have identified
the distinguishability of Calm and Sad as a problem, only
a few of them have indicated why it is a problem. Bradley
[52] conducted an experiment to determine the valence and
arousal value of many English words and found that the
distribution followed a parabolic shape (see Figure 2). That
is, in the low arousal region, the mood was normally dis-
tributed, while in the high arousal region, the mood was
either very positive or very negative. Dietz [53] also found a
similar result. Naji [23] suspected that the confusion might
be due to mixed feelings of the listeners. Pouyanfar [24]
suggested that the confusion was mostly due to similarity
of the low arousal classes.

This paper takes a close look at the Calm-Sad case for
low-arousal excerpts. The difficulty in distinguishing Calm
and Sad is one of the biggest bottlenecks in music emo-
tion recognition. Though several studies have identified the
bottleneck [1-2, 14, 17, 19-20, 23-28, 32, 35-38, 44, 47—
51] and addressed it briefly [1-2, 16, 23-24, 52-53], it
deserves a careful and detailed study. If we can understand
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it better, we can start to address the bottleneck in a system-
atic way.

Taking a fresh look at the problem, there are several
possible reasons why the categories Calm and Sad are so
hard to distinguish. First, perhaps Calm and Sad do not
fully cover their respective quadrants, leaving the extrem-
ities and boundaries uncovered. For example, even if the
music is low-arousal and negative in mood, its character
may be suspensefully Scary and not-at-all Sad. If listeners
are forced to choose a category in the 4-quadrant model,
some may choose Angry as the closest match, some may
choose Sad, and some may even choose Calm thinking of
it as “the calm before the storm.” Second, perhaps the cate-
gories Calm and Sad overlap, as Naji suggests [23], making
it difficult to determine which is more dominant. It is not
difficult to imagine music that is “Sad, but Calm” or “Calm,
but Sad,” so we probably don’t have to worry about a gap
between Calm and Sad, but there could certainly be music
where both are expressed about equally. Third, and this is
the subtlest possibility, the categories Calm and Sad may
not form a well-balanced pair. For example, Sad might be
more negative than Calm is positive, perhaps so much so
that Sad covers the most negative third of the low-arousal
space, Calm the middle third, and some other more positive
word such as Peaceful the most positive third.

In this paper we explore these questions using low-
arousal musical excerpts drawn from a representative cross-
section of the classical piano standard repertoire. What is
the extent of Calm and Sad’s coverage of their respective
low-arousal quadrants? How much overlap exists between
Calm and Sad? And do Calm-Sad form a well-balanced
pair? We conducted a series of listening tests to address
the issues above. The answers to these questions will help
us understand why Calm and Sad are so easily confused
by both listeners and music emotion recognition systems.
Hopefully, they will also suggest solutions to these issues
and improve the accuracy of music emotion recognition
systems. In turn, they may also help in related applications
such as music recommendation based on the listener’s mood
or previous music preference [14-15].

1 METHOD

1.0 Overview

In order to better understand why listeners and music
recognition systems often confuse the emotional categories
Calm and Sad we designed a series of listening tests to
evaluate the coverage, overlap, and balance of Calm and
Sad.

We chose the genre of classical piano music for our
study, in part because it minimizes the effect of timbre
which is particularly simple within this genre with only
one instrument.

We selected 100 low-arousal classical piano
pieces/movements that gave a reasonably balanced
distribution across the stylistic periods. Our focus on
exclusively low-arousal excerpts narrowed the choice
considerably. The pieces we chose are listed in the
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Appendix. We picked pieces by well-known piano com-
posers from the Baroque, Classical, Early Romantic, Late
Romantic, and Early 20th Century periods. The balance
between the periods is important because it determines the
harmonic language included in the pool of excerpts. It also
determines the proportion of excerpts that are distinctly
positive or negative compared to those that are more
ambiguous or neutral. For example, Baroque and Classical
pieces might be more distinctly positive or negative, while
Late Romantic and Early 20th Century pieces might be
more often ambiguous in mood. In order to achieve a good
stylistic balance, we picked 5 Baroque pieces, 16 Classical
pieces, 21 Early Romantic pieces, 32 Late Romantic
pieces, and 26 Early 20th Century pieces. Combining the
Baroque and Classical groups, there were a similar number
of pieces from each period but with a little extra weight on
the Late Romantic and Early 20th Century periods. This
balance between the periods seemed appropriate.

Then, we selected 3 contrasting 10-second low-arousal
excerpts from each piece. We wanted to avoid repeti-
tions of the same phrase from being selected twice, so
we picked contrasting excerpts that avoided repetitions or
near-repetitions (e.g., an octave higher in the repeat). We
did not try to select the excerpts based on how Calm or Sad
they were or how positive or negative they were.

We selected excerpts where the character of the mu-
sic was generally maintained over its duration and tried to
avoid phrase boundaries that included the end of one phrase
and the beginning of the next. Then we added one-second
fade-ins and fade-outs followed by one-second of silence
and normalized the amplitude levels of the excerpts by the
maximum-energy of the sound in a 0.5 second window. The
normalization factor is given by:

meanf{oy, dy, A3, ..., 0300}

Normalization Factor = \/
O

where

i = current excerpt number

a; = max{Total energy over every continuous

0.5s segment of excerpti}.

We listened to the normalized excerpts and verified that
they sounded at about the same loudness level.

The 300 excerpts were presented in a different random
order for each listening test and listener. The length of
each test was about 50 minutes (10-second excerpts X
300 excerpts). To avoid fatigue, about half way through
each test, we had subjects take a forced short 5-minute
break before resuming the test. Also, listeners could take
breaks between examples whenever desired. But, listeners
could not rewind, fast forward, or repeat excerpts. Listen-
ers could not modify their selection once made; we wanted
their first reaction. The computer listening test program
would not accept an answer until the entire excerpt had
been played. Once subjects had selected an answer, the
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Is the mood of the music more positive or more negative?

positive (press 1) | | negative (press 2)

Fig. 3. Computerized graphical user interface for our first listening
test.

next excerpt was played automatically. We adjusted the
volume on all the listening test computers to the same mod-
erate level before the test and asked listeners not to adjust
the level during the test. They did the listening test indi-
vidually with basic-level professional headphones (Sony
MDR-7506).

Subjects were undergraduate students from the Hong
Kong University of Science and Technology, mostly rang-
ing in age from 19 to 23 with a mean of 21.0 and standard
deviation of 1.8. We asked subjects about any hearing is-
sues before the test, and none of them reported any hearing
problems. They were not music school students or pro-
fessional musicians but average attentive listeners. Most
of them played a musical instrument, and about half of
them had played the instrument for at least five years. We
aimed to include about 30 subjects in each of our listening
tests, though the exact number varied somewhat and is given
in the subsections below in the description of each particu-
lar test. Also, we checked subjects’ responses and excluded
a few subjects (about 10%) who were obviously not focus-
ing on the test and giving spam responses. We made the
determination based on their keystrokes and overall outlier
responses.

1.1 First Test: Positive and Negative Mood

In our first listening test, subjects were asked “Is the
mood of the music more positive or more negative?”” The
number of subjects was 26 after excluding spammers.
Figure 3 shows the computerized listening test interface.
Listeners could respond by typing “1” or ‘“2” from the
normal keys or the numeric keypad, or by clicking with
the mouse. There were 6 training examples at the begin-
ning of the test for listeners to become accustomed to
the test environment. The training examples were picked
randomly from the 300 excerpts and the responses were
not used in the results. The 6 excerpts were also in-
cluded in the regular test where listeners’ responses were
used.

The purpose of this test was to determine the valence
values for each of the 300 excerpts. Positive replies were
taken as 1 and negative replies as 0 and the average over
all listeners determined the valence for each excerpt. If all
listeners were positive, the excerpt would be maximally
positive. If all listeners were negative, the excerpt would
be maximally negative. If half of the listeners were positive
and half negative, the excerpt would be neutral.

The advantage of this comparison is its simplicity. Lis-
teners only need to make a simple binary forced choice
decision for each excerpt. It is a less complex task than
asking listeners to judge gradations in valence directly.
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Table 1. 14 categories and dictionary definitions shown to subjects before taking our second listening test.

HAPPY: glad, pleased

HOPEFUL: believing that what you hope for is likely to
happen

STATELY: formal, slow, and having a style and appearance
that causes admiration

GRACEFUL: moving in a smooth and attractive way

PEACEFUL: quiet and calm; not worried or disturbed in any
way

CALM: relaxed and quiet, not angry, nervous, or upset

MYSTERIOUS: exciting wonder, curiosity, or surprise while
baffling efforts to comprehend or identify

SCARY: causing fright

UPSET: unhappy because something unpleasant or
disappointing has happened

WORRIED: unhappy because you keep thinking about
something bad that might happen

DOUBTFUL: unlikely to be successful

LONELY: unhappy because you are alone or do not have
anyone to talk to

SAD: affected with or expressive of grief or unhappiness

SHY: nervous and embarrassed about meeting and speaking to
other people

Select the best word that describes the mood of the music.
(type the digit or letter identifier of the word)

1. Happy 8. Scary
2. Hopeful 9. Upset
3. Stately 0. Worried
4. Graceful A. Doubtful
5. Peaceful B. Lonely
6. Calm C. Sad

7. Mysterious D. Shy

Fig. 4. Interface for our second listening test.

1.2 Second Test: Best Word from 14 Categories

In our second test 31 subjects (about a third were the
same as those who took our first listening test) were asked
to select the best word that described the mood of the music
from a list of 14 categories. Table 1 shows the dictionary
definitions of the 14 categories that were presented to lis-
teners just before taking the test.

Figure 4 shows the listening test interface. We selected
the 14 words based on an informal free-choice pre-test. The
informal pre-test was done by the 3 authors. The excerpts
in the pre-test and the excerpts in the regular test were
the same. Each of us tried to describe the excerpt in a
single one-word adjective, and the 14 words we used most
frequently were selected as the 14 categories. It turns out
that about half of the 14 words were used in our previous
related studies [79-96] and most of the others were used
in studies by other researchers [9, 20, 21, 35, 47]. All the
categories included in the 4-quadrant model in Figure 1
appear in Figure 4 except Angry. Why? When we took
the pre-test, Angry seemed too strong for the low-arousal
excerpts and we more often picked the milder word Upset,
so Angry seemed unnecessary for this test.

The purpose of this test was to see which words would be
most frequently chosen and whether listeners would con-
sistently map negative words such as Scary and Lonely
to Sad and positive words to Calm in our later tests,
where they were forced to choose between Calm and
Sad. We were particularly interested to see what the va-
lence values would be for more neutral words such as
Mysterious and Shy that can take on shades that are ei-
ther positive (sagely-Mysterious, playfully-Shy) or nega-
tive (diabolically-Mysterious, fearfully-Shy).
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What is the mood of the music?

More Sad than Calm
(press 2)

More Calm than Sad
(press 1)

Both Calm and Sad
about equally
(press 3)

Not even a little
Calm or Sad
(press 4)

Fig. 5. Interface for our third listening test.

We were also interested to see which words were picked
most frequently. In particular, we wanted to see which
words were picked most frequently among positive, nega-
tive, and neutral excerpts separately.

1.3 Third Test: Calm, Sad, Both, Neither

In our third test 31 subjects (the same subjects as in
our second listening test) were asked to select one of four
alternative categories to describe the mood of the music.
Figure 5 shows the listening test interface.

The purpose of this test was to determine the coverage
and overlap of the categories Calm and Sad. The “More
Calm than Sad” option allowed listeners to identify excerpts
covered by Calm. Similarly, “More Sad than Calm” allowed
listeners to identify excerpts covered by Sad. The “Both”
option allowed listeners to identify excerpts in the overlap
region between Calm and Sad. Together with the valence
determined by our first listening test, this allowed us to
identify the precise region where overlaps occurred.

The “Neither” option allowed listeners to identify ex-
cerpts that were outside the coverage of Calm and Sad.
We were particularly interested to see where such holes
existed and whether they were very negative, very posi-
tive, extremely low-arousal, or borderline high-arousal (i.e.,
mid-arousal). For listeners who picked “Neither” for a par-
ticular excerpt, we were also interested to see which word
they picked for the same excerpt in our 14-category second
listening test (since the listeners were the same in both tests,
we had this possibility available).

1.4 Fourth Test: Forced Calm and Sad

For our fourth test we wanted listeners to categorize
all the excerpts as either Calm or Sad. Since subjects had
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What is the mood of the music?
(select one of the two options)

More Sad than Calm
(press 2)

More Calm than Sad
(press 1)

Fig. 6. Interface for our fourth listening test.

already categorized some of the excerpts as Calm or Sad in
our third test, in our fourth test the same 31 subjects were
forced to choose either “More Calm than Sad” or “More
Sad than Calm” for excerpts they had previously judged
“Both” or “Neither.” Listeners did not know that they were
only hearing excerpts they had previously categorized as
Both or Neither. Since there were so many excerpts (300),
and there was a break between the tests, it was impossible
to remember their previous responses. We feel the derived
Calm-Sad result would have been basically the same if we
had asked them to do a two-alternative forced choice Calm-
Sad test for all 300 excerpts. Figure 6 shows the listening
test interface.

The purpose of this follow-up test was to see how listen-
ers would respond in a 4-quadrant environment where they
were forced to choose either Happy, Sad, Angry, or Calm.
This allowed us to estimate the error rates for the system
with low-arousal excerpts.

It also allowed us to see whether Calm or Sad predomi-
nated in examples that were identified as “Both” in our third
listening test. We were interested to see whether subjects
consistently map negative “Neither” excerpts to Sad and
positive “Neither” excerpts to Calm.

2 RESULTS

2.0 Overview

This section describes the results of our four listening
tests with low-arousal classical piano excerpts. It evalu-
ates the coverage, overlap, and balance of the emotional
categories Calm and Sad. The implications for 4-quadrant
music emotion recognition systems are also touched on and
considered more fully in the following discussion section.

2.1 First Test: Positive and Negative Mood

For the first test listeners were asked whether the mood
of each excerpt was positive or negative. A negative reply
was taken as 0 and a positive reply as 1, and the average
over all listeners used as the normalized valence for each
excerpt. When we selected the excerpts, though we aimed to
pick three contrasting excerpts from each piece, we did not
try to pick exactly half negative in mood and half positive.
But, the results happened to come out about that way with
an average valence of 0.493 for all 300 excerpts. Figure 7
shows an almost perfectly symmetric distribution of the
excerpts when evenly divided into five classes ranging from
very negative to very positive. About twice as many excerpts
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Fig. 7. Among our 300 excerpts the number of excerpts that were
very negative, negative, neutral, positive, and very positive based
on the average valence (0 means all listeners rated it negative, 1
means all positive, and 0.5 means listeners were exactly evenly
divided).

Table 2. Results of second listening test. The percentage each
category was selected and its average valence over all listeners
and excerpts.

Category Percentage Avg. Valence
Calm 14.8% .60
Peaceful 11.1% 71
Graceful 8.7% 73
Sad 8.1% 31
Worried 8.0% 27
Lonely 7.6% .36
Mysterious 7.5% .34
Stately 6.9% .61
Doubtful 6.2% .28
Hopeful 6.0% 73
Upset 5.7% 34
Scary 3.8% 18
Shy 2.9% 42
Happy 2.7% .79

were in each of the very negative and very positive classes
compared to the inner three.

2.2 Second Test: Best Word from 14 Categories

For the second test, listeners were asked to select the
best word that described the mood of the music from a
list of 14 categories. Table 2 shows the percentage that
each of the 14 categories were selected averaged over all
listeners and excerpts. Figure 8 shows the average valence
and the 95% confidence intervals for the 14 categories. The
confidence intervals were calculated based on a CDF-based
nonparametric method [97, 98].

Calm was the most-frequently chosen category. The sec-
ond most-frequent category was Peaceful, which is very
similar in meaning to Calm but significantly more positive.
The third most-frequent was Graceful, another positive va-
lence word. The most-frequent negative valence category
was Sad at fourth, slightly more than Worried. Overall,
there was about an even balance of positive and nega-
tive categories, with six positive, seven negative, and one
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Fig. 8. The average valence and the 95% confidence intervals for
the 14 categories.

ambiguous (Shy). Calm and Sad were the most-frequently
chosen positive and negative categories respectively.

We also considered whether the order of the words in
Figure 4 might have biased listener responses. It turns
out that the top-most words Happy and Scary were ac-
tually among the least-frequently chosen. Also, the most
commonly-chosen words Calm and Peaceful were in
the middle near the bottom. Therefore, the word or-
der in Figure 4 did not seem to bias the results in an
obvious way.

Among the least-frequently chosen categories were bor-
derline high-arousal words such as Happy, Scary, and Up-
set. It is not surprising that they would be infrequent since
the excerpts were deliberately chosen to exclude high-
arousal excerpts. However, we included these categories
to take into account low-arousal excerpts that might be
serenely-Happy, suspensefully-Scary, and mildly-Upset.

Figure 9 shows a more detailed breakdown of the 14
categories into 5 valence classes: very negative, negative,
neutral, positive, and very positive. The 5 classes are formed
from equal divisions of the valence values between 0 and
1. So for example, the very positive class contains ex-
cerpts that were rated positive by 80-100% of listeners.
Specifically, Figure 9 shows the percentage each of the 14
categories was selected for the 5 classes of excerpts. The
percentage has been normalized so that the 14 categories
sum to 1.0 in each of the 5 classes. Negative categories are
shown in the left chart and positive categories on the right
chart (plus Shy).

Figure 9 also includes the 95% confidence intervals.
When we calculated the confidence interval for each cate-
gory within each class (e.g., the Calm category within the
very positive class), each sample was defined as the per-
centage of listeners that chose that category for each of
the excerpts in the class. We then calculated the mean and
standard deviation for all the samples in each category and
class. Finally, we calculated the 95% confidence intervals
based on the means and standard deviations.

Among the negative category curves in Figure 9, most
were fairly similar to one another except Scary, which was
much less frequently chosen than the others for several
classes (negative to positive). Sad was the most frequently
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Table 3. Results of the third listening test: The percentage each
category was selected and its average valence over all listeners
and excerpts.

Category Percentage Avg. Valence
Calm 44.2% .65
Sad 28.7% .30
Both 18.9% 45
Neither 8.2% 40
All 100% 49

chosen negative category except for the very negative class
where Worried was most.

For positive categories there was more variation. Calm
was the most frequently chosen positive category, except
for the very positive class where its more positive counter-
part Peaceful was most. Calm had a wider coverage than
the other positive categories and was much more frequently
chosen than other positive categories in the neutral and neg-
ative classes. With only low-arousal excerpts in the stimuli,
Happy was much less frequently chosen even for very pos-
itive excerpts. Shy was also much less frequently chosen
but it was the most evenly distributed category.

2.3 Third Test: Calm, Sad, Both, Neither

For the third test, listeners were asked to select one of
four categories to describe the mood of the music:

(1) More Calm than Sad;

(2) More Sad than Calm;

(3) Both Calm and Sad about equally;
(4) Not even a little Calm or Sad.

Table 3 shows the percentage each category was selected
averaged over all listeners and excerpts. The percentage of
Calm excerpts was almost as much as the Sad and Both
excerpts together. Table 3 also lists the average valence
for each category. Calm was slightly less positive than Sad
negative, and this negative offset was also present in the
Both valence that was slightly negative. The small number
of Neither excerpts were even more negative. As we noted
in Sec. 2.1 there were about an equal percentage of positive
and negative excerpts. The relatively large percentage of
Calm excerpts balanced the fact that Sad was more negative
than Calm positive. Figure 10 shows the average valence
and the 95% confidence intervals [97, 98] for each category.

Figure 11 shows a more detailed breakdown of the four
categories into five classes from very negative to very pos-
itive. For Calm, Sad, and Neither the curves were nearly
linear. As expected, Sad dominated for negative and very
negative classes and Calm dominated for positive and very
positive classes. But Sad was offset lower: about 75% of the
very positive excerpts were rated Calm, while only 50% of
the very negative excerpts were rated Sad. A surprisingly
large percentage (20%) of the very negative excerpts were
rated Calm.

Unlike the other categories, Both reached its maximum
in the middle of the curve, though it was arched less than
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Fig. 9. The percentage each of the 14 categories were selected for very negative to very positive classes of excerpts. The percentages
have been normalized so that the 14 categories sum to 1.0 in each of the 5 classes. Negative categories are shown in the left chart and
positive categories on the right chart (plus Shy). 95% confidence intervals are also included.
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Fig. 10. The average valence and the 95% confidence intervals for
each category.

one might have expected with a relatively even distribution
from very negative to positive. Relatively few excerpts were
rated Neither (less than 10%), and its distribution was fairly
flat with a slight tilt up on the negative side.

For excerpts where listeners selected “Not even a lit-
tle Calm or Sad” (Neither), we were interested to know
which of the 14 categories they picked when they heard the
same excerpt in our second listening test. Table 4 shows
the result. The data gives us an idea about which parts of
the low-arousal plane were not covered by Calm and Sad.
Mysterious topped the list followed by three negative cate-
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categories sum to 1.0 in each of the 5 classes. 95% confidence
intervals are also included.

gories: Doubtful, Worried, and Scary. Graceful and Stately
were the top positive categories. Figure 12 shows the aver-
age valence and the confidence intervals [97, 98] for the 12
categories in Table 4.

2.4 Fourth Test: Forced Calm and Sad

For the fourth test, listeners were forced to choose either
“More Calm than Sad” or “More Sad than Calm” for ex-
cerpts they previously judged “Both” or “Neither” in our
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Table 4. When listeners selected “Not even a little Calm or
Sad” for an excerpt in our third listening test, this table shows
what they picked for the same excerpt in our second listening

test and how often (excluding the small number of inconsistent
cases where they picked Calm or Sad).

Category Percentage Avg. Valence
Mysterious 13.1% .29
Doubtful 9.4% .23
Worried 9.3% 22
Scary 9.3% 13
Graceful 9.2% .68
Stately 7.9% 52
Lonely 6.9% .33
Hopeful 6.7% 73
Peaceful 4.8% .63
Upset 4.1% .30
Shy 3.1% 32
Happy 2.9% .80

Table 5. The percentage of Calm and Sad and their average
valence for the two-alternative forced Calm and Sad test derived
from our third and fourth listening tests.

Category Percentage Avg. Valence
Calm 58.6% .62
Sad 41.4% 31
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Fig. 12. The average valence and the 95% confidence intervals for
the 12 categories in Table 4.

third listening test. This allows us to derive the results of
a two-alternative forced Calm and Sad test for all excerpts
(by taking the Calm and Sad results from our third lis-
tening test and replacing the Both and Neither votes from
that same test with the Calm and Sad votes from our forth
test). Table 5 shows the results. The coverage of Calm was
more than 40% bigger than Sad. The average valence for
Calm was slightly less positive than in Table 3 while Sad
remained about the same. This further increased the imbal-
ance in Table 3 where Sad was already more negative than
Calm positive. Figure 13 shows the average valence and
the confidence intervals for Calm and Sad. We performed
a non-parametric CDF-based significance test [97] on the
categorical data and found that Sad excerpts were signif-
icantly more negative in mood than Calm excerpts were
positive (p < 0.001).
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Fig. 13. The average valence and the 95% confidence intervals for
the 2-alternative forced Calm and Sad test.
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Fig. 14. Derived Calm and Sad percentages divided over 5 va-
lence classes. The percentages have been normalized so that the 2
categories sum to 1.0 in each of the 5 classes.

Figure 14 shows the results divided over five valence
classes. The curves in Figure 14 are similar to the curves
for Calm and Sad in Figure 11. Most of the reclassified
negative excerpts were judged Sad and even more of the
reclassified positive excerpts were judged Calm. The bal-
ance point where Calm and Sad are equal remained about
the same midway between the negative and neutral classes.
Again, neutral excerpts were judged Calm more often than
Sad. And negative excerpts were judged Calm more often
than positive excerpts were judged Sad. Overall, Calm was
picked about 20% more frequently than its mirror-image
Sad counterpart (e.g., Calm for the very positive class is
90% and Sad for the very negative class is 70%, so the
difference is 20%). The difference was relatively constant
among the five classes.

For reference, Figure 15 shows the individual results for
Both (left chart) and Neither (right chart). For Both and
especially Neither, the results are not significantly different
from Figure 14, indicating listeners were very consistent
about labeling excerpts according to the mood of the mu-
sic, even when they felt the music was not at all Calm
or Sad.

2.5 Failure Rates for Distinguishing Low-Arousal
Quadrants

In the previous section we saw in Figure 14 that some
positive excerpts were rated Sad and even more negative
excerpts were rated Calm. These cases are problematic in
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Fig. 15. Results of forced Calm and Sad test for listeners who chose Both (left chart) or Neither (right chart) on the third listening test.

95% confidence intervals are also included.

distinguishing low-arousal quadrants in a music emotion
recognition system and can be considered as fail cases.
Based on our listening test results, we can find the failure
rates for distinguishing the two low-arousal quadrants.

We take listeners’ positive-negative judgments in our first
listening test as a baseline standard using the majority vote
to determine how to classify each excerpt as positive or
negative. The baseline itself depends on the exact mix of
clear-cut and ambiguous excerpts. If all the excerpts were
unanimously judged either positive or negative, the base-
line failure rate would be 0%. On the other hand, if all the
excerpts were judged positive by half of the listeners and
negative by the other half, the failure rate would be 50%.
Our set of 300 low-arousal piano excerpts is, of course, a
mix. The baseline failure rate was 22% over all excerpts
and listeners. This means that 22% of the individual lis-
tener judgments about positive and negative were different
from the majority judgments averaged over all excerpts and
listeners.

Next we calculated the failure rate for Calm and Sad,
once again assuming that the majority vote for positive and
negative perfectly defines the two low-arousal quadrants.
The failure rate was 28% for Calm and Sad. This means
that 28% of the individual listener judgments about Calm
and Sad were different from the majority judgments for pos-
itive and negative, respectively, averaged over all excerpts
and listeners. For a music emotion recognition system this
means that asking listeners to judge each excerpt as Calm
or Sad adds about 6% to the inaccuracy of distinguishing
the two low-arousal quadrants compared to asking them
to judge whether the mood of the excerpt is positive or
negative.
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Fig. 16. The failure rates and the 95% confidence intervals for
Calm and Sad.

We also considered subsets of the excerpts to see how
the failure rate varied over different groups. There was not
much difference between positive and negative excerpts
(with failure rates of 21.4% for positive excerpts and 21.9%
for negative excerpts). There was a larger variation between
Calm and Sad excerpts (Calm and Sad as derived from our
third and fourth listening tests), with a 33% failure rate for
Calm excerpts and 21% for Sad excerpts (see Figure 16).
This indicates that there were more negative Calm excerpts
than positive Sad excerpts. There was an even larger vari-
ation between Calm, Sad, Both, and Neither excerpts with
failure rates of 21% for Sad excerpts, 29% for Calm ex-
cerpts, 30% for Neither excerpts, and 35% for Both ex-
cerpts (using the reclassification of Both and Neither in our
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Fig. 17. The failure rates and the 95% confidence intervals for
Calm, Sad, Both and Neither.
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Fig. 18. The failure rates and the 95% confidence intervals for
each of the 14 categories of excerpts in our second listening test,
ranked lowest to highest.

fourth listening test to Calm and Sad). Figure 17 shows the
failure rates and the 95% confidence intervals for each cat-
egory (Calm, Sad, Both, Neither). It makes sense that Both
excerpts would contain a larger percentage of cases where
individual listener judgments were different from the ma-
jority, since the size of the majority is bound to be smaller
for Both excerpts since they are less clear-cut and more
ambiguous. Schmidt [6] also noted that music excerpts that
were near the quadrant boundaries were more frequently
misclassified.

Among the 14 categories in our second listening test,
Figure 18 shows the failure rates and the 95% confidence
intervals [97] for each category. Scary and Happy were the
lowest and Shy was the highest at 40% (we took Mysterious
and Shy as negative categories since these gave lower failure
rates). These results make sense since Scary and Happy
have near-zero failure cases in Figure 9, and Shy is the
flattest and most evenly distributed in the same figure.

3 DISCUSSION

3.0 Overview

The main goal of our paper has been to investigate the
distribution of the emotional categories Calm and Sad for
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Fig. 19. A more detailed model of Calm and Sad based on the
distribution of responses in our listening test.

low-arousal piano excerpts. Our main overall results based
on the previous section are the following. Though the ex-
cerpts were nearly evenly divided in mood between positive
and negative (49.3% positive and 50.7% negative), listen-
ers judged a larger percentage Calm than Sad (59% Calm
and 41% Sad). Moreover, while more numerous, the Calm
excerpts were significantly less positive in mood than the
Sad excerpts were negative. When listeners were allowed
to choose between “More Calm than Sad,” “More Sad than
Calm,” “Both Calm and Sad about equally,” “Not even a
little Calm or Sad” (Neither), the results were 44% Calm,
29% Sad, 19% Both, and 8% Neither.

This section discusses the coverage, overlap, and bal-
ance of the emotional categories Calm and Sad for low-
arousal piano excerpts in more detail. The implications for
4-quadrant music emotion recognition systems and future
work are also discussed.

3.1 Coverage of Calm and Sad

One of our main goals has been to determine the cov-
erage of the emotional categories Calm and Sad compared
to their respective low-arousal quadrants in a 4-quadrant
music emotion recognition system. We also wanted to de-
termine whether holes exist that are not covered by Calm
and Sad and, if so, some idea of their extent.

Calm had the most extensive coverage with 44%, Sad
was smaller at 29%, and together with Both they covered
92% of the excerpts. Only 8% of the excerpts were judged
as “Not even a little Calm or Sad,” indicating some holes,
but not too large. The largest holes were for very negative
excerpts with about 3%. The other 5% was roughly equally
distributed over negative, neutral, positive, and very positive
excerpts. Table 4 indicates that for negative excerpts, the
largest holes were for the categories Mysterious, Doubtful,
Worried, and Scary. The largest holes for positive excerpts
were for the categories Graceful and Stately. Figure 19
shows a graphical representation of the overall distributions
and it shows the asymmetries compared to the 4-quadrant
model in Figure 1.

Speculating a little, could another positive emotion cat-
egory such as Peaceful have given a better distribution
than Calm (i.e., covering the positive low-arousal quad-
rant fully with minimal overlap in the negative low-arousal
quadrant)? Or, could another negative emotional category
such as Worried have given better coverage than Sad (espe-
cially since Sad was only chosen for 29% of excerpts com-
pared to Calm at 44%)? Table 2 and Figure 9 both suggest

313



HONG ET AL.

“Probably not” as the answer to these questions. Calm and
Sad were the top-ranked positive and negative categories
respectively, indicating they include the largest percentage
of positive and negative excerpts. Peaceful and Worried
could provide slightly more coverage for very positive and
very negative excerpts but at the expense of more neutral
excerpts.

These results agree with previous findings [9, 20, 54],
where researchers found that the valence value for Peaceful
is higher than Calm. Hu [21] also found that Calm and
Sad were the largest of 18 categories in the low-arousal
quadrants.

3.2 Overlap of Calm and Sad

Though the holes in the coverage of Calm and Sad
amounted to 8%, the overlap between them was much larger
at 19%, where both Calm and Sad were present in about
equal amounts. Predictably, Figure 11 indicates that Both
was more frequently chosen for neutral excerpts than for
positive or negative excerpts but not by much. Also pre-
dictably, Sec. 2.5 showed that listener judgments were more
ambiguous and less clear-cut when listeners were forced
to categorize both excerpts as either Calm or Sad, even
more than Neither excerpts. This agrees with Schmidt’s
results [6].

Once again speculating, would there be less overlap be-
tween Peaceful and Sad? Based on the difference between
the very negative, negative, and neutral classes for Calm
and Peaceful in Figure 9, it seems like there would be less
overlap, but it is hard to know for sure whether it would be
a little or a lot without repeating the same types of listening
tests for Peaceful and Sad as we ran for Calm and Sad.

3.3 Balance of Calm and Sad

Since there was about an even balance of positive and
negative excerpts in our tests, the distribution of 59% of
the excerpts as Calm and 41% as Sad already indicates an
imbalance between the two categories. Figure 14 gives a
more precise picture of the imbalance. It shows that neutral
excerpts were judged Calm more often than Sad. It also
shows that positive excerpts were judged Calm more often
than negative excerpts were judged Sad by about 20%.
As another indication of this imbalance, the Calm and Sad
curves cross left-of-center between the negative and neutral
classes rather than at the neutral class.

At the same time, the smaller number of Sad excerpts
were significantly more negative in mood than the larger
number of Calm excerpts were positive. Together they
formed a weighted balance: the smaller number of more
negative Sad excerpts about equally balanced the larger
number of less positive Calm excerpts so that the average
valence among all excerpts was about equally positive and
negative.

These results agree with the results of Hu [21], where
they found Calm to be relatively neutral in valence. Han
[9] also assumed Calm was relatively neutral in valence.
These results contrast with previous findings by Eerola [47],
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where they found that there was no correlation between
valence and Sad.

In this light, could Peaceful provide a better balance to
Sad than Calm? Certainly it is a more positive word. Ta-
ble 2 indicates that the average valence value for Peaceful
is about as positive as Sad is negative (likewise for Hope-
ful and Graceful) and that Calm is less positive. But, Fig-
ure 9 suggests that Peaceful is much more frequently very
positive than Sad is very negative. A stronger word such
as Depressed might be a better mirror image of Peaceful.
Also, since Peaceful is so positive, it is more likely to leave
holes in the neutral region than Calm (i.e., excerpts that are
Calm, but neither Sad nor Peaceful). The tradeoffs between
coverage, overlap, and balance are complex.

3.4 Implications for the 4-Quadrant Model and
Future work

The 4-quadrant music emotion recognition model is very
intuitive and presents users with four clear emotional cat-
egories such as Happy, Sad, Angry, and Calm. Yet, previ-
ous work has identified difficulties in distinguishing low-
arousal categories such as Calm and Sad for listeners and
automated systems [1-2, 14, 17, 19-20, 23-28, 32, 35-38,
44, 47-51]. In summary, what do our results tell us about
this difficulty?

First, the emotional categories Calm and Sad leave about
8% of the low arousal space uncovered in holes that are nei-
ther Calm nor Sad. Second, Calm and Sad overlap equally
in about 20% of the low-arousal space. Third, Calm is sig-
nificantly less positive in mood than Sad is negative—they
are not the well-balanced rectangles as they are usually rep-
resented in Figure 1 but more like the shapes in Figure 19.

Fourth, the Calm-Sad model results in 6% more errors
than the positive-negative model due to holes in the cov-
erage of Calm and Sad, ambiguities in their overlaps, and
their asymmetries.

So where do we go from here with the 4-quadrant model?
It depends on the application. If accuracy is the main con-
cern, we can break our single 4-category decision into two
binary decisions and ask listeners:

“Is the mood of the music positive or negative?”
“Is the energy level of the music high or low?”

This provides a direct determination of the quadrant.
On the other hand, accuracy isn’t always everything, and
the simple intuitive character of four categories such as
Happy, Sad, Angry, and Calm might be more desirable
even knowing that it will result in higher error rates.

Do we have any other alternatives? Sure, there are many.
One option is to consider Peaceful and Depressed as a
pair instead. Peaceful and Depressed have some potential
for better balance and less overlap. On the other hand, the
chance of gaps between Peaceful and Depressed seems
larger. Future work can consider these tradeoffs.

More generally, it would be interesting to consider the
various tradeoffs in coverage, overlap, and balance between
the other pairs of categories in the 4-quadrant model (Happy
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and Sad, Happy and Angry, Happy and Calm, Angry and
Sad, Angry and Calm). More generally, it would also be
useful to know the coverage, overlap, and balance between
other pairs of categories such as the 14 categories we con-
sidered in this paper (e.g., Doubtful and Hopeful, Hopeful
and Worried, Doubtful and Shy, Shy and Happy, etc.).

Just as researchers have long-sought to chart the multi-
dimensional timbre space of instruments [55-71], it would
be fascinating to chart the space of emotional character-
istics for different types of music and instruments. What
are the shapes of these characteristics, how do they over-
lap, and what are their symmetries? How do they differ in
different genres such as pop music ballads and orchestral
music? Investigations into these aspects will shed light on
some of the fundamental issues in automatic music emotion
recognition and music emotion recommendation.
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Table Al.

EMOTION RECOGNITION FOR CALM AND SAD MUSIC

The 100 pieces/movements we selected for our listening tests.

Composer

Piece/movement

Bach

Beethoven
Brahms

Chopin

Debussy

Dvorak

Grieg

Liszt

Mozart

Poulenc

Rachmaninov

Ravel

Satie

Italienisches Konzert in F

The Well-Tempered Clavier, Book 1: Fugue in C Sharp Minor
Prelude in E Flat Minor, Prelude in B Flat Minor
The Well-Tempered Clavier, Book 2: Fugue in E

Piano Sonata #3, #4, #5, #7, #8, #14, #21, #23, #26, #28, #29, #30, #32

Ballade #2 in D

Piano Sonata #3 in F Minor

Fantasies, Op. 116, No. 4

Intermezzo in E Flat, Op. 117

6 Piano Pieces, Op. 118, No. 5, No. 6

4 Piano Pieces, Op. 119, No. 1
Nocturne #2, #8, #11, #13, #17, #20

Ballade #1, #2

Fantasy in F Minor
Waltz #3 In A Minor
Images Oubliées - Lent
Suite Bergamasque - Clair De Lune

Nocturne, L 82

Pour Le Piano, L 95 - Sarabande

Images #1, #2

Preludes, Book 1, La Cathédrale Engloutie

Epigraphes Antiques
La boite a joujoux

In The Old Castle
Reverie

Melancholic, No. 5
Bell Zringing
Home Sickness
Phantom

Lyric Pieces, Book 8, Ballad

Lyric Pieces, Book 10, Peace Of The Woods

Ballade #2 in B Minor

Legendes, St. Francois De Paule Marchant Sur Les Flots
Praludium Nach Johann Sebastian Bach, S 179
Variationen Uber das Motiv von Bach, S 180

La Notte

Grosses Konzertsolo

Weihnachtsbaum

Via Crucis, Station #12, #13, #14

Offertorium Aus der Ungarischen Kroningsmesse

Nuages Gris

Wiegenlied (Chant Du Berceau)
Fiinf Klavierstiicke, No. 1
Am Grabe Richard Wagners
Mosonyis Grabgeleit
A La Chapelle Sixtine

Piano Sonata #6, #13, #15, #18
Fantasy in C Minor

Les Soirées De Nazelles, No. 5, No. 11
Pieces, No. 1 (Pastorale)

Theme Varie
Preludes, No. 10

Variations On A Theme Of Corelli
Miroirs - Oiseaux Tristes

Pavane Pour Une Infante Défunte

Gaspard De La Nuit - Le Gibet

Prelude
Gnossiennes

Chapitres Tournés En Tous Sens

Gymnopédies

Embryons Desséchés
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Table Al. Continued.

Composer Piece/movement

Schubert Piano Sonata in B-flat major
Piano Sonata in C Minor

Schumann Kinderszenen - Traumerei, Der Dichter Spricht
Kreisleriana, No. 4, No. 6
Fantasy in C, No. 1, No. 3

Shostakovich 24 Preludes & Fugues: Fugue in E Minor, Fugue in F Sharp

Prelude in F

Yu Hong
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in computer engineering from the Chinese University of
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